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Abstract

The life expectancy implied by current age-specific mortality rates is calculated

with life table methods that are among the oldest and most fundamental tools of demog-

raphy. We demonstrate that these conventional estimates of period life expectancy are

affected by an undesirable “tempo effect.” The tempo effect is positive when the mean

age at death is rising and negative when the mean age is declining. Estimates of the

effect for females in three countries with high and rising life expectancy range from 1.6

years in the United States and Sweden to 2.4 years in France for the period 1980–95.



When a group of persons is observed from birth to death, mean lifetime may be

calculated simply and directly as mean age at death. This statistic is problematic, how-

ever, for studying trends in mean lifetime. Mean lifetime for Swedish females born in

1850, for example, reflects mortality conditions from the mid-19th to the mid-20th cen-

tury, a period of historically unprecedented increases in human survival. To study these

changes requires a different approach.

Period life expectancy at birth calculated by life table methods has been the stan-

dard solution to this problem since the mid-19th century (Preston et al., 2001). This

paper argues that it is an imperfect solution because life expectancy at birth calculated

in this way is distorted whenever it is changing.

Conventional life expectancy depends solely on the force of mortality function

for time t. We propose an alternative measure that depends both on the force of mortality

function and on the rate of change in the standardized mean age at death. Our alternative

is based on the assumption that the observed force of mortality function at any given

time has the same shape as the force of mortality function inherent in the standardized

population age distribution at time t, which reflects the history of mortality in the popu-

lation. We demonstrate that this assumption is realistic in contemporary societies with

high life expectancy, and also that the proposed measure is consistent with well-estab-

lished measures used in other demographic contexts.

COHORT MEAN LIFETIME

The distribution of lifetimes for a group of persons born during any given time

period (a “birth cohort”) may be described in three different ways. The survival function

l(a), a ≥ 0 (1a)

gives the proportion of individuals who survive to exact age a. It is non-increasing, with

l(0) = 1.0 and l(w) = 0 for some advanced age w. The death density function

d a
a

a
( )

( )
∫

-∂

∂

l
(1b)

gives the distribution of deaths by age. The force of mortality function

m( )
( )
( )

( ) /
( )

a
d a

a

a a

a
∫ =

-∂ ∂

l

l

l
(1c)
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gives the risk of dying at each age. These functions are formally equivalent in the sense

that any two may be derived from the third. The force of mortality function m(a) may be

derived from d(a) or l(a) using (1c), for example, and l(a) may be derived from m(a) or

d(a) using

l( ) ( ) exp[ ( ) ]a d x dx x dx

a

a

= = -ÚÚ m

w

0

. (1d)

Figure 1 plots l(a), d(a), and m(a) for the cohort of females born in Sweden in

1850. The survival function declines to zero at around age 100 years. The density func-

tion is broadly bi-modal with peaks at age 0 and approximately 80 years. The force of

Figure 1 Mortality experience of the cohort of Swedish females born in 1850, as
summarized by the survival function, l(a) (A), the death density function d(a) (B),
and the force of mortality function m(a) (C)
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mortality exhibits a U-shaped pattern with a minimum at about age 10. Note the use of

the log scale to accommodate the large differences in magnitude at different ages. These

patterns are broadly typical, though levels of mortality vary widely between populations

and over time.

Mean lifetime for a birth cohort, M, may be calculated from l(a) as

l( )a da
0

•

Ú , (2a)

from d(a) as

ad a da( )
0

•

Ú , (2b)

or from m(a) as

exp[ ( ) ]-
Ï
Ì
Ô

ÓÔ

¸
˝
Ô

Ǫ̂
ÚÚ

•

m x dx da

a

00

. (2c)

These formulas give identical results. For the 1850 cohort of Swedish females, for ex-

ample, we calculate M = 48.1 years from each.

PERIOD MEAN LIFETIME

Let

l(a,t) ∫ lt–a(a), (3a)

d(a,t) ∫ dt–a(a), and (3b)

m(a,t) ∫ mt–a(a), (3c)

where the subscripts at right indicate time of birth. Thus l(a,t) denotes the proportion of

persons born at time t–a who are surviving at time t, d(a,t) denotes the density of deaths

for this cohort at age a and time t, and m(a,t) denotes the corresponding force of mortal-

ity. Note that l(a,t) and d(a,t) differ from the survival and density functions for synthetic

cohorts obtained from conventional period life tables, and that their calculation requires

data either on past births and migrations or on past deaths.
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We refer to l(a,t) as the standardized population age distribution at time t and to

d(a,t) as the standardized age distribution of deaths at time t. The standardized popula-

tion age distribution and age distribution of deaths are the same as their unstandardized

counterparts in any population that experiences constant numbers of births over time.

By analogy with (2), mean lifetime at time t may be calculated as

M t a t da1

0

( ) ( , )=

•

Ú l , as (4a)

M t

ad a t da

d a t da

2
0

0

( )

( , )

( , )

=

•

•

Ú

Ú
, or as

(4b)

M t x t dx da

a

3

00

( ) exp[ ( , ) ]= -ÚÚ
•

m  . (4c)

Each of these formulas has been used in demography to calculate period mean

age for some demographic event. Mean age at first marriage is often calculated as a

variant of M
1
(t) that allows for persons not marrying. This is the singulate mean age at

marriage introduced by Hajnal (1953), with l(a,t) taken as the proportion of single per-

sons at age a at time t (see for example United Nations, 1990). Mean age at childbearing

is generally calculated as M
2
(t), with age-specific or age-order-specific birth rates sub-

stituted for d(a,t) (see for example Council of Europe, 2001). Life expectancy at birth,

denoted e
0
(t), is conventionally calculated as M

3
(t).

We refer to M
2
(t) as the standardized mean age at death. The unstandardized mean

age at death is unacceptable as a measure of mean lifetime because it may be heavily

distorted by the population age distribution. This objection does not apply to the stan-

dardized mean age at death, which might be a widely used measure of period mean

lifetime if it were more easily calculated.

If l(a,t) is constant with respect to t, the three means defined by (4) are identical.

When length of life changes, the three means diverge. The following sections develop

relationships between them.



7

RELATIONSHIP BETWEEN M
1
 AND M

2

To establish a simple relationship between M
1
(t) and M

2
(t) let

d a t
a t

a
s ( , )

( , )
=

-∂

∂

l
 and ms

sa t
d a t

a t
( , )

( , )
( , )

=
l

. (5a-b)

The age schedules d
s
(a,t) and m

s
(a,t) are inherent in the standardized population age

distribution at time t. They may be interpreted as the age distribution of deaths and the

force of mortality function in the stationary population whose age distribution is given

by l(a,t), with l(0,t) = 1 for all t. This interpretation is of course valid only if the mortal-

ity history of the population is such that l(a,t) is a non-increasing function of a (dl(a,t)/

da£0).

Assume now that for t in the time interval [0,D] there exists a function p(t) inde-

pendent of age such that

m(a,t) = p(t)m
s
(a,t) (6a)

or, equivalently,

d(a,t) = p(t)d
s
(a,t), (6b)

and that the function p(t) is a real valued integrable function bounded below by 0. We

refer to this as the proportionality assumption.

The proportionality assumption implies that the age schedules of m(a,t) and d(a,t)

are the same in shape (but not necessarily in level) as the age schedules of m
s
(a,t) and

d
s
(a,t). As will be shown below, this assumption provides a good approximation for

patterns of adult mortality in contemporary countries with high life expectancy.

From (4a) and (5a),

M t a t da

ad a t da

d a t da

s

s

1
0

0

0

( ) ( , )

( , )

( , )

= =

•

•

• Ú

Ú
Ú l ,

(7a)

and from (4b) and (6b),
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M t

ap t d a t da

p t d a t da

s

s

2
0

0

( )

( ) ( , )

( ) ( , )

=

•

•

Ú

Ú
.

(7b)

On cancellation of the proportionality factor p(t), (7b) becomes (7a), thus proving that

M
1
(t) = M

2
(t).

OTHER IMPLICATIONS OF THE PROPORTIONALITY

ASSUMPTION

It is shown in Appendix A that if the proportionality assumption holds, then

p t
M t

t
( )

( )
= -

∂

∂
1 1

. (8a)

Substituting this in (6) and noting that M
1
(t) = M

2
(t) yields

m m( , )
( )

( , )a t
M t

t
a ts= -

∂

∂

È

ÎÍ
˘

˚̇
1 2

(8b)

d a t
M t

t
d a ts( , )

( )
( , )= -

∂

∂

È

ÎÍ
˘

˚̇
1 2 . (8c)

This shows that m(a,t) and d(a,t) are functions of the rate of change in the stan-

dardized mean age at death M
2
(t), because m

s
(a,t) and d

s
(a,t) are determined by mortality

conditions up to time t. When this mean age is rising, m(a,t) < m
s
(a,t) and d(a,t) < d

s
(a,t),

but when it is declining m(a,t) > m
s
(a,t) and d(a,t) > d

s
(a,t).

As shown in Appendix B, the proportionality assumption also implies that the

age schedule l(a,t) shifts uniformly to older (younger) ages as the mean age at death

rises (falls). Uniform shifting between time 0 and time T means that there is a function

F(t) = M
1
(t) – M

1
(0), giving the magnitude of the shift between time 0 and time t, such

that, for all 0 £ t £ T,

l(a,t) = l(a – F(t), 0) for all a ≥ F(t), (9)

and l(a,t) =1 for a < F(t). Downward as well as upward shifts are possible provided that

l(a,t) =1 for a less than some number greater than 0.
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It follows from (5) that uniform shifts in l(a,t) imply uniform shifts in m
s
(a,t) and

d
s
(a,t) with the same shift function F(t), with m

s
(a,t) = d

s
(a,t) = 0 when l(a,t) =1. The

proportionality assumption is therefore equivalent to the shifting assumption made by

Bongaarts and Feeney (2002).

Changes over time in the schedules m(a,t) and d(a,t) are of two types. First, as the

mean age at death rises or falls, m(a,t) and d(a,t) shift to higher or lower ages with l(a,t),

m
s
(a,t), and d

s
(a,t). Second, m(a,t) and d(a,t) are deflated or inflated relative to m

s
(a,t)

and d
s
(a,t) by the proportionality factor p(t).

MORTALITY CHANGE IN FRANCE, SWEDEN, AND THE

UNITED STATES

We will now show that observed mortality patterns conform closely to the pro-

portionality assumption (6) if we ignore child and young adult mortality. All quantities

in this section and in Figures 2 through 6 and Table 1 are calculated from observed

values of m(a,t) for ages above 30, but m(a,t) is set to zero for ages under 30 years for all

t. Our estimates of life expectancy at birth are therefore equal to 30 plus the life expect-

ancy at age 30. For populations with high life expectancy, nearly all deaths (97–98 per-

cent) occur at ages over 30 years, and actual life expectancy at birth is therefore close to

30 years plus the life expectancy at age 30.

The plots at left in Figure 2 show the age schedules m(a,t), m
s
(a,t), and p(t)m

s
(a,t),

all calculated as averages of annual values for 1980–95, for France, Sweden, and the

United States. The plots at right show the age schedules d(a,t), d
s
(a,t), and p(t)d

s
(a,t),

calculated in the same way, with p(t) estimated with equation (8a). The near coincidence

of m(a,t) and p(t)m
s
(a,t), and of d(a,t) and p(t)d

s
(a,t), shows that the proportionality as-

sumption is a good approximation for all three countries. Note that the logarithmic scale

used at left means that perfect proportionality corresponds to constant differences be-

tween the plotted values of m(a,t) and m
s
(a,t).

The plots at left in Figure 3 show m(a,t) for 1980 and 1995 for the same three

countries. The plots at right show corresponding values for d(a,t). The pattern of change

in these schedules is consistent with the pattern of shifting and inflation/deflation noted

above.
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Figure 2 Average force of mortality for 1980–95, observed as m(a,t), estimated from
l(a,t) as m

S
(a,t), and estimated as the product m

S
(a,1980–95)p(t) for France (A),

Sweden (B), and the United States (C). Average death density function for 1980–95,
observed as d(a,t), estimated from l(a,t) as d

S
(a,t), and estimated as the product

d
S
(a,1980–95)p(t) for France (D), Sweden (E), and the United States (F)
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Figure 3 Observed period force of mortality m(a,t) in 1980 and 1995 for France (A),
Sweden (B), and the United States (C). Observed period death density function d(a,t)
in 1980 and 1995 for France (D), Sweden (E), and the United States (F)
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Figure 4 plots the age schedule l(a,t) for 1980 and 1995 for the three countries.

The shape of l(a,t) changes very little, but there is a shift to higher ages as life expect-

ancy rises. The magnitude of the shift was 3.4 years for France, 2.4 years for Sweden,

and 2.1 years for the United States.

The first three columns of Table 1 present averages of annual estimates of M
1
(t),

M
2
(t), and M

3
(t) for the years 1980–95. The values for M

1
(t) and M

2
(t) are nearly identi-

cal, as expected, but the M
3
(t) values are substantially higher. The reason for the higher

value of M
3
(t) is discussed in following sections.

Figure 4 Observed period survival function l(a,t) in 1980 and 1995 for France (A),

Sweden (B), and the United States (C)
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TEMPO EFFECTS IN DEMOGRAPHIC ANALYSIS

Tempo effects were first discovered and analyzed in the study of fertility. If women

shift the ages at which they bear children upward without changing their completed

fertility, annual numbers of births will be less than they would otherwise have been

because the same number of births will be spread out over a longer time period. Simi-

larly, if women begin to have children at younger ages, annual numbers of births will be

larger than they would otherwise have been because the same number of births occur

over a shorter time period. These changes in annual number of births induced by changes

in the timing of childbearing are tempo effects.

Fertility tempo effects have been extensively documented. The postwar “baby

boom” in the United States, for example, was due in part to a decline in the mean age at

childbearing during the late 1940s and the 1950s (Hajnal, 1947; Ryder, 1964, 1980;

Bongaarts and Feeney, 1998).

Tempo effects complicate the study of levels and trends of fertility because they

produce changes in period fertility rates that depend on the rate at which the mean age at

childbearing changes, independently of changes in completed fertility of cohorts. Ryder

(1956) introduced the term “timing distortion” to refer to tempo effects because they are

undesirable in most analyses of fertility levels and trends.

Tempo effects influence demographic processes other than fertility. A tempo ef-

fect can be defined in general as an inflation or deflation of the period incidence of a

demographic event (births, marriages, deaths) resulting from a rise or fall in the mean

age at which the event occurs.

Table 1 Alternative estimates of the period mean age at death, assuming no
mortality under age 30

Mean age at death, females, 1980–95

M3(t) Tempo effect
M1(t) M2(t) (= e

0
(t)) M4(t) M3(t) – M4(t)

France 79.0 79.2 81.4 79.0 2.4
Sweden 79.5 79.5 81.1 79.4 1.6
USA 78.3 78.3 79.9 78.3 1.6

Source: Death rates from University of California, Berkeley Mortality Data Base
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TEMPO EFFECTS IN MORTALITY

A simple example will demonstrate how mortality tempo effects operate. Con-

sider a stationary population with a life expectancy at birth of 70 years. Suppose that the

exact age of death of each individual is predetermined until the invention of a “life

extension” pill that adds 3 months to the life of any person who consumes it.

If everyone in the population takes this pill on January 1 of year T, there will be

no deaths during the first three months of the year. The number of deaths in year T will

fall by 25 percent and the mean age at death will rise from 70 to 70.25 years. Since the

pill’s effect is the same at all ages, the level of the force of mortality function is also

reduced by 25 percent, and the age to which each value of the function is attached in-

creases by 0.25 years. This fall in values of the force of mortality function, together with

the shift to older ages, causes life expectancy at birth as conventionally calculated to rise

to nearly 73 years for year T.

In the following year, the number of deaths and the force of mortality function

rise to the level observed before year T, but with values shifted forward to older ages by

0.25 years. Life expectancy at birth as conventionally calculated, having risen from 70

Figure 5 Hypothetical illustration of the effect of an increase in mean age at death
by 0.25 years (from 70.0 to 70.25) during year T on conventional life expectancy.
Before and after T, M

1
(t)=M

2
(t)=M

3
(t). During T, a tempo distortion of –25% in the

number of deaths results in an upward distortion of approximately 2.5 years in M
3
(t)
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years prior to year T to nearly 73 years during year T, falls back to 70.25 years (Figure 5).

We contend that this rise and fall in life expectancy at birth as conventionally calculated

is a tempo distortion because it is at variance with the known trend in the mean length of

life. Distortion of this kind occurs whenever the standardized mean age at death changes.

REMOVING TEMPO EFFECTS

The tempo effect deflates (inflates) d(a,t) and m(a,t) when the standardized mean

age at death rises (falls). Formulas (8b-c) show that this deflation or inflation is esti-

mated by the multiplicative factor 1–∂M
2
(t)/∂t when the proportionality assumption

holds. The tempo effect may therefore be removed by dividing d(a,t) and m(a,t) by

1–∂M
2
(t)/∂t. Since M

1
(t) = M

2
(t), division by 1–∂M

1
(t)/∂t gives the same result. The

latter approach is preferred because it gives more stable results when applied to ob-

served mortality rates. We define

m*(a,t) = m(a,t)/(1–∂M
1
(t)/∂t) and (10a)

d*(a,t) = d(a,t)/(1–∂M
1
(t)/∂t) (10b)

and refer to the expressions on the left as the tempo-adjusted death density and force of

mortality. It follows from (8) that m*(a,t) = m
s
(a,t) and d*(a,t) = d

s
(a,t) when the propor-

tionality assumption holds.

To calculate life expectancy at birth corrected for the tempo effect, we use the

defining formula (4c) with m*(a,t) substituted for m(a,t), giving

M t x t M t t dx da

a

4 1

00

1( ) exp ( , ) / ( ( ) /= - - ∂ ∂[ ]
Ï
Ì
Ô

ÓÔ

¸
˝
Ô

Ǫ̂
ÚÚ

•

m

= -
Ï
Ì
Ô

ÓÔ

¸
˝
Ô

Ǫ̂
ÚÚ

•

exp ( , )ms

a

a t dx da
00

=

•

Ú l( , )a t da
0

= M
1
(t), (11)

where M
4
(t) denotes life expectancy at birth without the tempo effect. Removing the

tempo effect from M
3
(t) gives the same result as M

1
(t) or M

2
(t). The undistorted life

expectancy at birth can be estimated as M
1
(t), M

2
(t), or M

4
(t).
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Table 1 shows average annual values of M
4
(t) as well as M

1
(t), M

2
(t), and M

3
(t)

for females in France, Sweden, and the United States for the period 1980–95. The corre-

sponding annual trends are plotted in Figure 6. These results confirm that M
1
(t), M

2
(t),

and M
4
(t) are nearly identical, but M

3
(t), the life expectancy at birth calculated by con-

ventional life table methods, is substantially higher than the other three means. The

tempo effect, M
3
(t) minus M

4
(t), averages 2.4 years for France and 1.6 years for Sweden

and the United States.

This analysis of tempo effects is based on trends in adult mortality only. We

ignore any tempo effects in mortality under age 30, because they are probably small and

difficult to quantify. In the absence of tempo effects under age 30, the tempo effect in

Figure 6 Trends from 1980 to 1995 for alternative estimates of mean age at death
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life expectancy at birth is only 2 or 3 percent smaller than the tempo effect above age 30

measured here. This is because the probability of survival from birth to age 30 is typi-

cally 0.97–0.98 in contemporary societies with high life expectancy.

CONCLUSION

Life expectancy at birth as conventionally calculated is distorted whenever it is

changing. We have provided formulas to adjust for this distortion. The formulas are

applicable to populations with high life expectancy. The adjustments for France, Swe-

den, and the United States in recent decades reduce conventionally calculated life ex-

pectancy at birth by 1.6 to 2.4 years. These results confirm and extend those given in

Bongaarts and Feeney (2002).

The essential argument is as follows. Empirical observation indicates that the

proportionality assumption is closely approximated when life expectancy at birth is high

and child and young adult mortality are ignored. When the proportionality assumption

holds, increases (decreases) in length of life are realized by a uniform translation of the

standardized population age distribution and the force of mortality function inherent in

this age distribution to higher (lower) ages. Neither the shape nor the level of the stan-

dardized age distribution or the inherent force of mortality function changes, only their

location on the age scale.

The force of mortality function is likewise translated to higher (or lower) ages

without any change in shape, but its level changes with the rate of change in the stan-

dardized mean age at death as shown by (8b). When the standardized mean age at death

rises (falls), the force of mortality function falls and shifts to the right (rises and shifts to

the left). This fall (rise) in the force of mortality represents the tempo effect, and it

produces an undesirable rise (fall) in life expectancy at birth as conventionally calcu-

lated. In our hypothetical example (Figure 5), increasing the standardized mean age at

death from 70 to 70.25 years over one year results in a temporary decline of 25 percent

in the force of mortality function and a temporary rise of nearly 3 years in convention-

ally calculated life expectancy at birth. The tempo effect in life expectancy in this case is

about 10 times the net change in mean lifetime.
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In interpreting these findings it is important to distinguish between current ob-

served death rates and current mortality conditions (Vaupel, 2002). We do not question

the conventional life table calculation of period life expectancy from observed age-

specific death rates. We argue rather that tempo effects distort both the observed death

rates and the corresponding life expectancy, so that their values give a misleading indi-

cation of current mortality conditions.

Our empirical focus has been on human survival, but life table methods are widely

applied to survival data of all kinds. Examples include age at marriage (the interval

between birth and marriage), birth interval analysis (intervals between successive births),

length of schooling (interval between entering and leaving school), and postoperative

survival (interval between operation and death). It is therefore likely that tempo effects

are pertinent to many other kinds of statistical survival analyses.

APPENDIX A

We have to prove that the proportionality assumption (6) implies formula (8a) of

the text. Bennett and Horiuchi (1981), Preston and Coale (1982), and Arthur and Vaupel

(1984) show that

m(a,t) = m
s
(a,t) – r(a,t), (A1)

where

r a t
a t t

a t
( , )

( , ) /
( , )

=
-∂ ∂l

l
(A2)

is the age-specific growth rate for age a at time t for the population whose age distribu-

tion at time t is given by l(a,t). Note that (A1) may be written as

m( , )
( , ) /

( , )
( , ) /

( , )
a t

a t a

a t

a t t

a t
= -

∂ ∂
+
∂ ∂È

Î
Í

˘

˚
˙

l

l

l

l
, (A3)

which is an equation used in modeling cell population dynamics (McKendrick, 1926;

Von Foerster, 1959; Trucco, 1965 a, b).

Equating the expressions for m(a,t) given by the proportionality assumption (6a)

and (A1) and rearranging terms gives

r(a,t) = [1–p(t)]m
s
(a,t). (A4)
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Substitution of (A2) and text formula (5b) in (A4) yields

∂

∂
= -[ ]

-∂

∂

l l( , )
( )

( , )a t

t
p t

a t

a
1 . (A5)

From the definition (4a) of M
1
(t), then,
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∂
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( , )
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( , )

l
l l

 . (A6)

Since the last integral on the right equals one, we have established formula (8a) of the

text.

Integrating the density function d(a,t) over age results in a period mortality mea-

sure that may be called the total mortality rate TMR(t). (This measure is equivalent to

the total fertility rate, which is widely used in the analysis of fertility levels and trends.)

TMR t d a t da( ) ( , )=

•

Ú
0

. (A7)

Substitution of (8a) gives

TMR t p t d a t da p ts( ) ( ) ( , ) ( )= =

•

Ú
0

. (A8)

APPENDIX B

We have to prove that the proportionality assumption implies uniformly shifting

age distributions, i.e., formula (9) of the text, provided there is no mortality at younger

ages. The first step is to find a characterization of uniformly shifting age distributions

that applies to a point in time. The directional derivative provides such a characterization.

The directional derivative of the function l(a,t) at the point (a,t) in the direction (b,u) is

the rate of change at time t of the function l(a+bt,t+ut), which may be expressed as

1
2 2b u

b
a t

a
u

a t

t+

∂

∂
+

∂

∂

È

ÎÍ
˘

˚̇

l l( , ) ( , ) . (A9)
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Now let f (a,t) be such that the directional derivative of l(a,t) at the point (a,t) in

the direction (f (a,t),1) equals zero. Uniform translation corresponds to the condition that

f (a,t) be constant with respect to age, f (a,t) ∫ f (t) for all t, and therefore to the condition

f t
a t

a

a t

t
( )

( , ) ( , )∂

∂
+
∂

∂
=

l l
0. (A10)

If this identity holds, the directional derivative of l(a,t) at the point (a,t) in the direction

(f (t),1) is zero.

If the proportionality assumption holds, text formula (8b) holds (as just shown in

Appendix A), and this together with (A1) implies, equating the expressions for m(a,t)

and rearranging terms,

∂

∂
- =

M t

t
a t r a ts

1 0
( )

( , ) ( , )m . (A11)

Multiplying both sides by –l(a,t) gives

∂

∂

∂

∂
+
∂

∂
=

M t

t

a t

a

a t

t
1 0
( ) ( , ) ( , )l l

, (A12)

which shows that the directional derivative of l(a,t) at (a,t) in the direction (f (t),t) equals

0 for all ages a, with f (t) = ∂M
1
(t)/∂t.

To show that this implies uniform shifting of the age distribution, it is necessary

only to note that f (t) is the rate of change of the contour line in the age-time plane

defined by the points (x+t , t) for which l(x+t , t) = l(a,0). The function F(t) of the uni-

form shifting formula (9) of the text therefore equals the integral of f (.) from 0 to t.

REFERENCES

Arthur, W.B. and Vaupel, J.W. 1984. “Some general relationships in population dynam-

ics,” Population Index 50: 214–226.

Bennett, N. and Horiuchi, S. 1981. “Estimating the completeness of death registration in

a closed population,” Population Index 47: 207–221.

Bongaarts, J. and Feeney, G. 1998. “On the quantum and tempo of fertility,” Population

and Development Review 24: 271–291.



21

Bongaarts, J. and Feeney, G. 2002. “How long do we live?” Population and Develop-

ment Review 28: 13–29.

Council of Europe. 2001. Recent Demographic Developments in Europe 2001. Stras-

bourg: Council of Europe Publishing.

Hajnal, J. 1947. “The analysis of birth statistics in the light of the recent international

recovery of the birth-rate,” Population Studies 1: 137–164.

Hajnal, J. 1953. “Age at marriage and proportions marrying,” Population Studies 7:

111–136.

McKendrick, A.G. 1926. “Applications of mathematics to medical problems,” Proceed-

ings of the Edinburgh Mathematical Society 40: 98–130.

Preston, S.H. and Coale, A.J. 1982. “Age structure, growth, attrition, and accession: A

new synthesis,” Population Index 48: 217–259.

Preston, S.H., Heuveline, P., and Guillot, M. 2001. Demography: Measuring and Mod-

eling Population Processes. Malden, MA: Blackwell.

Ryder, N.B. 1956. “Problems of trend determination during a transition in fertility,”

Milbank Memorial Fund Quarterly 34: 5–21.

Ryder, N.B. 1964. “The process of demographic translation,” Demography 1: 74–82.

Ryder, N.B. 1980. “Components of temporal variations in American fertility,” in Demo-

graphic Patterns in Developed Societies, ed. R.W. Hiorns. London: Taylor &

Francis Ltd., pp. 15–54.

Trucco, E. 1965a, b. “Mathematical models for cellular systems: The Von Foerster equa-

tion,” Bulletin of Mathematical Biophysics 27: 285–304, 449–470.

United Nations (UN). 1990. Patterns of First Marriage. New York: UN.

Vaupel, J.W. 2002. “Life expectancy at current rates vs. current conditions: A reflection

stimulated by Bongaarts and Feeney’s ‘How long do we live?’” Demographic

Research 7: 365–377.

Von Foerster, H. 1959. “Some remarks on changing populations,” in The Kinetics of Cel-

lular Proliferation, ed. F. Stohlman. New York: Grune and Stratton, pp. 382–407.



144 John Bongaarts, “Household size
and composition in the developing
world.”

145 John B. Casterline, Zeba A. Sathar,
and Minhaj ul Haque, “Obstacles to
contraceptive use in Pakistan: A
study in Punjab.”

146 Zachary Zimmer, Albert I. Herma-
lin, and Hui-Sheng Lin, “Whose edu-
cation counts? The impact of grown
children’s education on the physi-
cal functioning of their parents in
Taiwan.”

147 Philomena Nyarko, Brian Pence,
and Cornelius Debpuur, “Immuni-
zation status and child survival in
rural Ghana.”

*148 John Bongaarts and Zachary Zimmer,
“Living arrangements of older adults
in the developing world: An analy-
sis of DHS household surveys.”

149 Markos Ezra, “Ecological degrada-
tion, rural poverty, and migration in
Ethiopia: A contextual analysis.”

2001

150 Cynthia B. Lloyd, Sahar El Tawila,
Wesley H. Clark, and Barbara S.
Mensch, “Determinants of educa-
tional attainment among adolescents
in Egypt: Does school quality make
a difference?”

*151 Barbara S. Mensch, Paul C. Hewett,
and Annabel Erulkar, “The report-
ing of sensitive behavior among ado-
lescents: A methodological experi-
ment in Kenya.”

152 John Bongaarts, “The end of the fer-
tility transition in the developed
world.”

*153 Mark R. Montgomery, Gebre-Egzia-
bher Kiros, Dominic Agyeman, John
B. Casterline, Peter Aglobitse, and
Paul Hewett, “Social networks and
contraceptive dynamics in southern
Ghana.”

*154 Paul C. Hewett and Mark R. Mont-
gomery, “Poverty and public ser-
vices in developing-country cities.”

POLICY RESEARCH DIVISION WORKING PAPERS

Recent back issues available at www.popcouncil.org/publications/wp/prd/rdwplist.html.

* No longer available as a printed publication. Download electronic file from Web site only.



2002

155 Zachary Zimmer, Linda G. Martin,
and Ming-Cheng Chang, “Changes
in functional limitations and sur-
vival among the elderly in Taiwan:
1993, 1996, and 1999.”

156 John Bongaarts and Griffith Feeney,
“How long do we live?”

157 Zachary Zimmer and Sovan Kiry
Kim, “Living arrangements and
socio-demographic conditions of
older adults in Cambodia.”

158 Geoffrey McNicoll, “Demographic
factors in East Asian regional inte-
gration.”

159 Carol E. Kaufman, Shelley Clark,
Ntsiki Manzini, and Julian May,
“How community structures of time
and opportunity shape adolescent
sexual behavior in South Africa.”

*160 Julia Dayton and Martha Ainsworth,
“The elderly and AIDS: Coping
strategies and health consequences
in rural Tanzania.”

161 John Bongaarts, “The end of the
fertility transition in the developing
world.”

162 Naomi Rutenberg, Carol E. Kauf-
man, Kate Macintyre, Lisanne Brown,
and Ali Karim, “Pregnant or posi-
tive: Adolescent childbearing and
HIV risk in South Africa.”

163 Barbara S. Mensch, Wesley H.
Clark, and Dang Nguyen Anh, “Pre-
marital sex in Vietnam: Is the cur-
rent concern with adolescent repro-
ductive health warranted?”

164 Cynthia B. Lloyd, Cem Mete, and
Zeba A. Sathar, “The effect of gen-
der differences in primary school
access, type, and quality on the de-
cision to enroll in rural Pakistan.”

165 Kelly Hallman, Agnes R. Quisum-
bing, Marie Ruel, and Bénédicte de
la Brière, “Childcare, mothers’ work,
and earnings: Findings from the ur-
ban slums of Guatemala City.”

*166 Carol E. Kaufman and Stavros E.
Stavrou, “ ‘Bus fare, please’: The
economics of sex and gifts among
adolescents in urban South Africa.”

*167 Dominic K. Agyeman and John B.
Casterline, “Social organization and
reproductive behavior in southern
Ghana.”

* No longer available as a printed publication. Download electronic file from Web site only.



2003

168 Paul C. Hewett, Annabel S. Erulkar,
and Barbara S. Mensch, “The fea-
sibility of computer-assisted survey
interviewing in Africa: Experience
from two rural districts in Kenya.”

169 Zachary Zimmer and Julia Dayton,
“The living arrangements of older
adults in sub-Saharan Africa in a
time of HIV/AIDS.”

170 Ravai Marindo, Steve Pearson, and
John B. Casterline, “Condom use
and abstinence among unmarried
young people in Zimbabwe: Which
strategy, whose agenda?”

171 Sajeda Amin and Nagah H. Al-
Bassusi, “Wage work and marriage:
Perspectives of Egyptian working
women.”

172 Zachary Zimmer, Napaporn Chayo-
van, Hui-Sheng Lin, and Josefina
Natividad, “How indicators of so-
cioeconomic status relate to physi-
cal functioning of older adults in
three Asian societies.”

173 Paul Demeny, “Population policy:
A concise summary.”

174 Geoffrey McNicoll, “Population
and development: An introductory
view.”

175 James F. Phillips, Tanya C. Jones,
Frank K. Nyonator, and Shruti Ravi-
kumar, “Evidence-based develop-
ment of health and family planning
programs in Bangladesh and Ghana.”

176 Cynthia B. Lloyd and Paul C. Hew-
ett, “Primary schooling in sub-Sa-
haran Africa: Recent trends and cur-
rent challenges.”

177 John Bongaarts, “Completing the
fertility transition in the developing
world: The role of educational dif-
ferences and fertility preferences.”

178 Elizabeth F. Jackson, Patricia Akwe-
ongo, Evelyn Sakeah, Abraham
Hodgson, Rofina Asuru, and James
F. Phillips, “Women’s denial of hav-
ing experienced female genital cut-
ting in northern Ghana: Explanatory
factors and consequences for analy-
sis of survey data.”

179 John Bongaarts and Griffith Feeney,
“Estimating mean lifetime.”




