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1. Introduction

Under the Basel II Accord, financial institutions are required to allocate capital for operational risk. Operational risk is the risk of financial loss due to external events or due to inadequate or failed internal processes, people, or systems, including legal risk, but not reputational or strategic risk. Essentially, operational losses are the many different ways that a financial institution may incur a financial loss in the course of business aside from market, credit, counterparty, or liquidity related exposure.¹ The Basel II Accord describes three potential methods for calculating capital charges for operational risk, with the expectation that internationally active banks and banks with significant operational risk exposure will use the more sophisticated approaches.² The Advanced Measurement Approach (AMA) is the most empirically sophisticated and risk sensitive of these and requires the quantification of operational risk exposure at a very high percentile of the enterprise aggregate annual loss distribution.³ Using the Value-at-Risk (VaR) risk measure, regulatory capital for operational risk is estimated at the 99.9th percentile (which corresponds to the size of total annual loss that would be exceeded no more frequently than once in 1,000 years). Economic capital is estimated at an even higher percentile of the distribution (usually between the 99.95th to 99.98th percentiles).

To comply with these regulatory requirements, banks must estimate the enterprise level aggregate annual loss distribution. Because the percentiles required for the capital calculations are so far beyond what can be empirically determined in-sample from the extremely limited amount of extant historical loss data, capital estimation requires out-of-sample extrapolation using a parametric model.⁴ The Loss Distribution Approach (LDA) is the most commonly used

---

¹ See the Basel Committee on Banking Supervision (BCBS), 2006 report entitled “International convergence of capital measurement and capital standards” for additional information about the Basel II Accord and its specific framework for operational risk, including the definition of operational risk and standardized classification schemes for loss events according to business line (Annex 8) and event type (Annex 9).

² The other two approaches in the Basel II framework are the Standardized Approach (TSA) and the Basic Indicator Approach (BIA). See BCBS (2006)

³ National regulators and banks have some discretion in selecting risk quantification approaches that are appropriate. In the United States, the largest and most complex financial institutions (“core” banks) are required to use the AMA for operational risk, and other banks large enough to be subject to the Basel II Accord (“opt-in” banks) may choose to use the AMA. See “US Final Rule” for further details.

⁴ The Basel II framework for operational risk was first formally proposed by the Basel Committee on Banking Supervision in June 1999, with substantial revisions released in January 2001 and April 2003, and was finalized in June 2004. In a May 2001 report on Basel II, Danielson et al. (2001) argue that operational risk cannot be measured reliably due to the lack of comprehensive operational loss data. At this point in time, few financial institutions were systematically collecting operational loss data on all business lines and all operational risk event types. Although vended database products include information on operational losses as far back as the 1970s, this early data cannot be considered systematic. In these databases, information on large operational losses (tail events) is obtained from public records (such as Algo FIRST from Algorithmics, the “PKM” component of Aon’s OpBase data, and OpRisk Global Data from SAS) or from insurance brokering activities (Aon’s OpBase data). The data compilation process induces data capture bias (because only losses beyond a specific threshold are recorded) and reporting bias (because
method for estimating an aggregate annual loss distribution with parametric models. LDA decomposes operational risk exposure into its frequency and severity components (that is, distributions of the number and magnitude of losses, respectively).

The LDA model requires that the underlying historical data follow a single severity distribution. Consequently, the Basel II Accord requires the quantification of operational risk for non-overlapping and homogeneous groups of losses (“units of measure”) that share a common risk profile. The enterprise level aggregate annual loss distribution is constructed by combining the individual aggregate loss distributions of all the units of measure. Most institutions break this problem into a number of sequential stages and develop specific empirical models for each stage:

1. **Unit of measure definition**: Partition or segment the historical loss data into non-overlapping and homogeneous “units of measure” that share the same basic statistical properties and patterns.

2. **Frequency estimation**: Develop empirical models to estimate the annual frequency of losses in each unit of measure.

3. **Severity estimation**: Develop empirical models to estimate the severity of losses in each unit of measure.

4. **Estimation of aggregate annual loss distributions**: The distribution of the annual total value of operational losses is computed for each unit of measure based on the estimated frequency and severity distributions of each unit of measure.

5. **Top-of-house risk aggregation**: By default, the Basel II framework presumes perfect dependence of risk across units of measure. For VaR-based risk measures, this amounts to summing the VaR estimates from each unit of measure. An institution may argue that its risks at the level of its units of measure are less than perfectly dependent, in which case there is a reduction in enterprise level capital from risk diversification. This alternative dependence structure is often modeled via correlation matrices or copula models.

Within the AMA framework, obtaining accurate, precise, and robust estimates of operational risk capital that are reasonably stable over time remains a substantial empirical challenge. Among operational risk practitioners, the severity model, as opposed to the frequency model, is generally thought to pose much greater modeling challenges, and to have a much greater impact in the estimation of economic and regulatory capital. Although a variety of estimation techniques can be applied to severity modeling, Maximum Likelihood Estimation (MLE) is most widely used by practitioners and most widely accepted by regulatory authorities. The appeal of MLE for estimating the parameters of the severity distribution is the desirable statistical properties of

---

only losses above some randomly varying threshold become public knowledge or are claimed against an insurance policy. de Fontnouvelle et al. (2003) discuss these biases in analyzing external loss data.

---

5 Frachot et al. (2004) demonstrate that the vast majority of variation in capital estimates is due to the variation of the estimated severity parameters, as opposed to the variation of the estimated frequency parameter(s).
MLE estimators when the MLE modeling assumptions are satisfied. MLE estimators are accurate (asymptotically unbiased) and maximally efficient (precise) when loss data is independent and identically distributed (“i.i.d.”).6

In this paper, we question the usefulness of MLE for the estimation of parameters of loss severity distributions when the objective is to accurately measure the extreme right tail of the aggregated loss distribution; that is, to provide unbiased and robust estimates of regulatory and economic capital. We demonstrate, both analytically and via simulation, that:

a) MLE is not statistically robust for capital estimation (“robustness” is defined below)

b) MLE-based capital estimates are systematically biased upwards, sometimes dramatically so

c) The problems in both a) and b) are exacerbated when using truncated severity distributions to account for data collection thresholds (which is the most common and widely accepted approach to dealing with thresholds)

d) With analytical derivations of the appropriate Influence Functions, we show how both a) and c) explain clearly and definitively some of the previously unexplained and counterintuitive capital estimates that result from using MLE (e.g. MLE-based capital estimates can be extremely sensitive to very minor data changes for very small loss events, and increase or decrease in the opposite direction of what might be anticipated based on business logic or risk management intuition)

The analytical results for the above rely upon the Influence Function, borrowed from the robust statistics literature. This also is the literature to which we turn in our search for a “better” estimator, that is, one that estimates capital more accurately (with less bias), more robustly, and more efficiently (with smaller mean squared error (MSE)).7 We examine two robust alternatives: the Cramér-von Mises (CvM) estimator, which we found performs poorly in this setting for capital estimation, and the Optimally Bias-Robust Estimator (OBRE). It appears that OBRE may outperform MLE on two of the above three criteria: as a more robust capital estimator less adversely affected by loss data that do not comport precisely with idealized textbook assumptions; and one that is less biased in that it can at least partially mitigate the systematic

---

6 An observed sample of data points is independent “when no form of dependence or correlation is identifiable across them” (BCBS 2011, fn. 29). An observed sample of data points is identically distributed (homogeneous) when the data are generated by exactly the same data generating process, such as one that follows a parametric probability density function, or “are of the same or similar nature under the operational risk profile” (BCBS 2011, fn. 29). These textbook conditions are mathematical conveniences and rarely occur with actual, real-world data, let alone “messy” operational risk loss event data.

7 Mean Squared Error is the average of the squared deviations of sample-based estimate values from the true population value of the parameter being estimated: $MSE = \frac{1}{n} \sum_{i=1}^{n} (\theta - \hat{\theta})^2 = Variance(\theta) + [Bias(\theta)]^2$

If an estimator is unbiased, bias = 0 and MSE = Variance.
overstatement of capital that occurs with MLE. In terms of efficiency, OBRE, as it stands, appears to be comparable to MLE for capital estimation, but later in the paper we address ways in which it may outperform MLE on this criterion as well.

Some of the questions this paper answers follow below:

- Under idealized data conditions (i.i.d. data), how accurate (unbiased) and efficient are capital estimates based on MLE, CvM, and OBRE estimators?
- Under real-world data conditions, that is, data conditions that deviate at least modestly from idealized textbook statistical assumptions (specifically, data that is independently but not identically distributed), how accurate (unbiased) and efficient are capital estimates based on MLE, CvM, and OBRE estimators?
- How are these results affected by the treatment of a data collection threshold with a truncated severity distribution?
- How much does the magnitude of the truncation threshold matter?

Again, our answers to the above rely at least in part on analytical derivation of the Influence Functions (IFs) for the MLE estimators of parameters of each severity distribution, with well-specified simulations confirming the analytical results. A key contribution of this paper is to clarify that the proper derivation of the IF must permit correlation among the parameters of the distribution, something that sometimes has been overlooked in the operational risk measurement literature. A major new contribution of this work is the derivation of the IF for the MLE estimators of parameters of truncated distributions. These IF derivations definitively explain the large and sometimes counterintuitive effects of truncation on both the distributions of the MLE estimators and those of the MLE-based capital estimates (this has perplexed some operational risk measurement practitioners and researchers who have simulated and identified it, but have failed to definitively explain it (see Cope, 2011)). The correct IF derivations for non-truncated distributions also definitively explain two other disconcerting properties of MLE-based capital estimates: the extreme variability of estimated capital over certain ranges of parameter and data values, and the sometimes counterintuitive and large impact of new loss events, even when small, on capital estimates. Finally, we identify and document the systematic upward bias of MLE-based capital estimates. This is another new finding, but it is consistent with the long-known analytical result referred to as Jensen’s inequality (see Jensen, 1906). This upward bias...

---

8 Based on extensive simulations, Cope (2011) consistently refers to truncation as causing “distortion” and “excess variation” in the maximum likelihood estimators of severity distribution parameters. In contrast, based on the definitive analytic derivations of the Influence Functions (IFs) of the MLE estimators of the parameters of both truncated and non-truncated severity distributions in this paper, we have analytic expressions for the variances of the MLE estimators: these (asymptotic) variances all are analytically defined as $V = \int IF^2 dF$ for any severity distribution, truncated or not (see Hampel et al., 1986). No simulations are required to obtain these exact values of the asymptotic variance matrix, and they obviously are based on the presumption and selection of a particular severity distribution, defined both by its distributional family and its treatment of a data collection threshold. If this variance is subjectively considered “excessive” in any given instance, then the analyst should consider using an alternative severity distribution and/or an alternative estimation approach. The sometimes counterintuitive effects of truncation can be seen in the derived IFs, which show, formulaically, how and why the relationships (covariances) between severity distribution parameters change under truncation. This is discussed in detail in Section 5.
of MLE-based capital estimates often is very large and economically material in this setting, yet it has not been noted in the operational risk literature.

In Section 2, we discuss the empirical challenges of estimating a severity distribution and operational risk capital from historical data. We review the classical estimator of severity distribution parameters, that is, MLE, and highlight its underlying assumptions in Section 3. In Section 4, we discuss the robust statistics framework based on the Influence Function, with a focus on how this provides a widely accepted and well established statistical definition of “robustness” (specifically, “B-robustness”). Here we also analytically derive the Influence Functions of MLE estimators of parameters of some of the commonly used medium- to heavy-tailed loss severity distributions. In Section 5 we derive Influence Functions of MLE estimators of the parameters of truncated severity distributions, and closely examine the effects of truncation, and the size of the truncation threshold, on the estimators. We define in Section 6 two robust estimators (CvM and OBRE) and compare the (empirical) Influence Functions of MLE, CvM, and OBRE estimators for different loss severity distributions, with and without truncation. In Section 7, we use simulation studies to evaluate the performance of MLE, CvM, and OBRE estimators for the capital estimation problem. We run simulations for the textbook case that the data perfectly conforms to idealized modeling assumptions (i.i.d. data), as well as the more realistic case that the data generating process includes some sources of heterogeneity that are not captured by the model. In Section 8 we summarize and discuss implications of the results for future work, and in Section 9 we conclude.

2. Empirical Challenges to Severity Distribution Parameter Estimation

The very nature of operational loss data makes estimating severity parameters challenging.

- **Data paucity**: As mentioned above, systematic collection of operational loss data by banks is a relatively recent development, and as a result, most institutions have a limited amount of historical loss data. Sample sizes for the critical low frequency-high severity loss events are even smaller.9

- **Parameter instability**: Parameter estimates for heavy-tailed loss distributions typically are quite unstable and can be extremely sensitive to individual data points, both small and large (depending on the estimator used). Extreme sensitivity of parameter estimates and capital estimates to large losses is well documented, but the comparable sensitivity of parameter estimates to small losses has been largely overlooked.10 This is true in spite of

---

9 Pooling data from multiple financial institutions in the 2002 Loss Data Collection Exercise, Moscadelli (2004) estimates GPD distributions on as few as 42 data points. Chapelle et al. (2008) estimate GPD distributions with sample sizes of only 30 to 50 losses, and other parametric distributions with sample sizes of approximately 200, 700, and 3,000 losses.

10 Cope (2011) documents the substantial sensitivity of MLE parameter estimates to large losses using a mixture approach to induce misspecification in the right tail. The analysis does not examine the ultimate impact to operational risk capital, nor does it examine misspecification in the left tail. We are not aware of any papers that examine the sensitivity of MLE severity distribution parameter estimates and capital estimates to potential
the apparently counterintuitive, and potentially large, impact of small losses on operational risk capital estimates, which is well documented herein.

- **Heterogeneity:** To achieve a reasonable sample size, even the most well-defined unit of measure typically must group together losses with different event characteristics, such as losses arising from different business processes, losses incurred in very different economic or market conditions, losses arising in different geographies, etc.\(^{11}\) As a result, it is less likely that the critical MLE assumptions of i.i.d. data are credibly satisfied.

- **Left truncation:** Most institutions collect information on operational losses above a specific data collection threshold, and a common way to deal with this – assuming that the data follow a truncated distribution – complicates and makes less stable the parameter estimation.\(^{12}\)

- **Data instability or revision:** Some institutions include provisions or reserves in the analytical data set: over time, the severity of these losses may be adjusted upward or downward to reflect additional information about the event (litigation-related events of notable durations are common examples).\(^{13}\) Also, due to the inherent application of judgment in interpreting and applying classification schemes, individual loss events can even be reclassified into other business lines or event types.

- **Outliers:** Unambiguous, robustly defined statistical outliers may be present in the data, particularly if external and internal data are pooled together. This would have more dramatic implications for statistical estimators than modest heterogeneity.

From an empirical modeling perspective, these certainly are very challenging data conditions that at the very least lead the applied researcher to question the credibility of the fundamental assumption of MLE: that losses within a unit of measure are independent and identically distributed. Lack of knowledge of the “true” data generating process(es),\(^ {14}\) and the undeniable misspecification in the left tail of the distribution.

---

\(^{11}\) Heterogeneity of operational loss data has been flagged as a major problem by a number of authors. Danielson et al. (2001) state “the loss intensity process will be very complicated, depending on numerous economic and business related variables” (p. 13). For example, Cope and Labbi (2008) and Cope (2010) make use of country level characteristics and bank gross income to build location-scale models that define homogeneous units of measure.

\(^{12}\) Cope (2011) provides a detailed analysis of the lognormal distribution that demonstrates how truncation changes the shape of the likelihood surface, creating instability and imprecision in estimated parameters. He does not, however, analytically derive its influence function as is done herein, and this actually mathematically defines the likelihood surface. Ergashev (2008) documents how truncation may induce dependence between the parameters of the frequency and severity distributions, although Chernobai et al. (2007) describe the presumption of independence here as one of the three major assumptions behind the use of truncated severity distributions in practice. The possible statistical and economic materiality of potential violations of this assumption is being studied by these authors.

\(^{13}\) Recent AMA-related guidance states that banks must have a process for updating legal event exposure after it is financially recognized on the general ledger until the final settlement amount is established. See BCBS (2011).

\(^{14}\) Frachot and Roncalli (2002) state that “Mixing internal and external severity data is an almost impossible task because no one knows which data generating process external severity data are drawn from” (p. 4). Perfect knowledge of the data generating process is as implausible for internal data as it is for external data.
heterogeneity of losses by observable event characteristics both strongly suggest that real world operational loss data is not only not independent and identically distributed, but probably not even close to this idealized standard. The relevant question then becomes, “Does the deviation of actual operational loss data from idealized i.i.d. assumptions adversely affect MLE parameter estimation and capital estimation in a material way? Or as an empirical matter, is any adverse effect relatively minor?” Given actual loss data, and no knowledge of the “true” data generating process(es), this only can be answered indirectly with the converse question: “Given simulated data that we know deviates from i.i.d. conditions only modestly, how severe are the effects on MLE parameter estimates and the capital estimates of interest?” This is addressed, both analytically and via simulation, later in the paper.

3. Maximum Likelihood Estimation

Maximum Likelihood Estimation is considered a “classical” approach to parameter estimation from a frequentist perspective. In the Basel II framework, MLE is the typical choice for estimating the parameters of severity distributions in operational risk.\(^{15}\) To maintain its desirable statistical properties (described below), MLE requires the following assumptions:

A1) Individual loss severities are statistically independent from one another
A2) Loss severities are identically distributed within a unit of measure (perfect homogeneity)
A3) The probability model of the severity distribution is correctly specified

Under these restrictive and idealized textbook assumptions, MLE is known to be asymptotically unbiased (“consistent”), asymptotically normal, and asymptotically efficient.\(^{16}\)

Given an i.i.d. sample of losses \(x_1, x_2, \ldots, x_n\) and knowledge of the “true” family of the probability density function \(f(x \mid \theta)\) (that is, knowledge of the pdf, but not the parameter values), the MLE parameter estimates are the values of \(\hat{\theta}_{MLE}\) that maximize the likelihood function

\[
L(\theta \mid x) = \prod_{i=1}^{n} f(x_i \mid \theta)
\]

so

\(^{15}\) The recent AMA guidance from the Basel Committee acknowledges the recent application of robust statistics in operational risk, but refers to Maximum Likelihood Estimation and Probability Weighted Moments as “classical” methods. See BCBS (2011) ¶ 205.

\(^{16}\) The term “efficient” here is used in the absolute sense, indicating an estimator that achieves the Cramér-Rao lower bound – the inverse of the information matrix, or the negative of the expected value of the second-order derivative of the log-likelihood function. This is the minimal variance achievable by an estimator. See Greene (2007) for more details. The term “efficient” also can be used in a relative sense, when one estimator is more efficient – that is, all else equal, achieves a smaller variance – than another.
\[ \hat{\theta}_{\text{MLE}} = \arg \max_{\theta \in \Theta} \left[ L(\theta \mid x_1, x_2, \ldots, x_n) \right] \] (2)

The same numeric result is obtained with greater computational convenience by maximizing the log-likelihood function

\[ \hat{\ell}(\theta \mid x_1, x_2, \ldots, x_n) = \ln \left[ L(\theta \mid x) \right] = \sum_{i=1}^{n} \ln \left[ f(x_i \mid \theta) \right] \] (3)

so

\[ \hat{\theta}_{\text{MLE}} = \arg \max_{\theta \in \Theta} \left[ \hat{\ell}(\theta \mid x_1, x_2, \ldots, x_n) \right] \] (4)

MLE is amongst the class of M-Class estimators, so called because they generalize “M”aximum Likelihood Estimation. M-Class estimators include a wide range of statistical models for which the optimal values of the parameters are determined by computing sums of sample quantities. The general form of the estimator (5) is extremely flexible and can accommodate a wide range of objective functions, including the MLE approach and various robust estimators.

\[ \hat{\theta}_M = \arg \min_{\theta \in \Theta} \sum_{i=1}^{n} \rho(x_i, \theta) \] (5)

Assuming the regularity conditions commonly assumed when using MLE, \(^{17}\) all M-Class estimators are asymptotically normal and consistent (asymptotically unbiased), \(^{18}\) which are very useful properties for statistical inference. Specifically, the MLE estimator is an M-class estimator with \( \rho(x, \theta) = -\ln \left[ f(x, \theta) \right] \), so

\[ \hat{\theta}_{\text{MLE}} = \arg \min_{\theta \in \Theta} \sum_{i=1}^{n} \rho(x_i, \theta) = \arg \min_{\theta \in \Theta} \sum_{i=1}^{n} -\ln f(x_i, \theta) \] (6)

As a straightforward example of the above, we show the derivation of the MLE estimators for the parameters of the LogNormal distribution in Appendix 1.

An important, but to date completely overlooked complication of using MLE to estimate severity parameters for operational risk capital estimation is the fact that even under textbook i.i.d. data conditions, the expected value of estimated capital (which is essentially an estimate of a very high quantile) will be biased upwards as a consequence of Jensen’s inequality. \(^{19}\) Note that this is

\(^{17}\) See Greene (2007) as just one example of the many statistics textbooks that discuss the standard regularity conditions required for the application of MLE.

\(^{18}\) See Huber and Ronchetti (2009) as just one example of the many robust statistics textbooks that discuss the regularity conditions needed for the consistency and asymptotic normality of M-Class estimators.

\(^{19}\) In its most general form, Jensen’s inequality states that a convex function of a mean is less than or equal to the mean of the function after its (convex) transformation (and the opposite is true for concave functions). This applies
true even though the MLE estimates themselves are (asymptotically) unbiased. We discuss this in detail in Section 6, showing that this overstatement of capital often can be quite substantial and economically material in this setting. We also show that one robust estimator (OBRE) may be able to mitigate this bias substantially.

Bias in capital estimation aside, an objective assessment of real world operational risk data must acknowledge that each one of the key assumptions required for MLE estimators to retain their desirable statistical properties (consistency, asymptotic efficiency, and asymptotic normality) is unlikely to hold in practice.

- **Independence (A1):** If the severity of operational losses has both deterministic and stochastic components, then operational losses by definition fail to be independent due to common determinants. For example, systematic differences in loss severity may be explained by event characteristics such as geography, legal system, client segment, time period effects, etc.20

- **Identically distributed (A2):** Because a unit of measure typically pools internal loss events from multiple business processes that undoubtedly have different data generating processes, achieving perfect homogeneity, as required by MLE, is virtually impossible. However, such pooling typically is required to overcome severe data paucity: without a large enough sample of losses, estimation with any level of precision simply becomes impossible. And even for a single, well described business process with a large number of internal loss events, the loss distribution may change over time due to changes in firm size, business strategy, enhancements to risk management practices, the introduction of new products, or any number of other internal or external factors.21 So even under the most hopeful assumptions, loss data at the unit of measure level cannot achieve perfect homogeneity. Pooling of internal and external loss data for severity modeling further augments heterogeneity. Each institution’s operational risk profile is unique and is moderated by its specific characteristics – the specific combination of products and service offerings, technology, policies, internal controls, culture, risk appetite, scale of operation, governance, and other factors.

- **Correctly specified model (A3):** MLE has desirable asymptotic statistical properties only when the correct form of the loss distribution is “known.” In practice, however, operational risk analysts do not have such knowledge and they must rely on goodness-of-

---

20 Cope et al. (2011) find systematic variation in loss severity by region, country characteristics, and certain macroeconomic variables.

21 For example, Wei (2006) finds a statistically significant relationship between bank size (measured by assets) and loss severity.
fit tests and other model diagnostics to determine not only parameter values, but also which parametric distribution is the “true,” or closest to the “true,” data generating process. Such tests themselves are statistical estimators which always will be characterized by sampling error, so the best the analyst can hope for is a large enough sample to increase the precision of these estimates and the certainty that they are very close to representing the “true” data generating process. Note, however, that that larger the sample of losses for a given unit of measure, the less homogeneous will be the sample. This is the classic and unavoidable tradeoff between homogeneity and statistical power: satisfying mathematically convenient statistical modeling assumptions of i.i.d. data (homogeneity) versus having a sample size that is large enough to attain the required, or at least reasonable, level of statistical power and precision. MLE, however, must have both to retain its useful statistical properties.

Any violation of the required assumptions for MLE can result in parameter estimates that are no longer asymptotically unbiased and asymptotically efficient (see Greene, 2007). Violations of MLE assumption 2 (identically distributed) and assumption 3 (correctly specified) can be particularly problematic for statistical inference and result in parameter estimates that are unstable, easily influenced by individual data values, and potentially unusable for business decision making. For example, the mean is an estimator which can be rendered practically unusable by a single arbitrarily extreme data value, in the sense that such a data point completely dominates the information contained in the rest of the data sample. A “robust” estimator, such as the median, is one that would not be rendered meaningless or unusable by such a data point, or few such data points. Since data heterogeneity is endemic to operational risk loss data, a formal definition of robustness may be very useful for assessing and/or deriving estimators in this setting, and just such a definition can be borrowed from the robust statistics framework using the Influence Function, as shown below.

4. The Robust Statistics Framework and the Influence Function

The theory behind Robust Statistics is very well developed and has been in use for over half a century. Seminal theoretical contributions include Tukey (1960), Huber (1964), and Hampel (1968). Textbooks have institutionalized this sub-field of statistics for the past 30 years; classic textbooks include Huber (1981) and Hampel et al. (1986). More recent textbooks like Huber and Ronchetti (2009) capture the many theoretical advances made possible by the tremendous expansion of computing power in the last 20 years.

Robust statistics have been used widely in many different applications, including the analysis of extreme values arising from both natural phenomena and financial outcomes. Table 1 provides an overview of the numerous applications of robust statistics for the analysis of outcomes in hydrology, meteorology, economics, actuarial sciences, and operational risk. This table also shows the broad array of existing estimation approaches that fall within the robust statistics framework and that many of the widely used severity distributions in operational risk have been applied to outcomes characterized by extremes.
Table 1: Empirical Applications of Robust Statistics

<table>
<thead>
<tr>
<th>Type of Phenomenon</th>
<th>Application</th>
<th>Dependent Variable</th>
<th>Estimation Methods</th>
<th>Distributions</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>Engineering</td>
<td>Metal fatigue</td>
<td>OBRE</td>
<td>BS</td>
<td>Dupuis and Mills (1988)</td>
</tr>
<tr>
<td>Hydrology</td>
<td>Flood exceedances</td>
<td>MM</td>
<td>GPD</td>
<td>Dupuis (1988)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flood exceedances</td>
<td>OBRE</td>
<td>GPD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meteorology</td>
<td>Rainfall total</td>
<td>MM, MDPDE, OBRE, GPD</td>
<td>GPD</td>
<td>Juarez and Schucany (2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rainfall totals, sea level</td>
<td>OBRE</td>
<td>GEV</td>
<td>Dupuis and Field (1988)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sea level</td>
<td>OBRE regression</td>
<td>GEV</td>
<td>Brazzale and Ventura (2002)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Insurance claims (property)</td>
<td>OBRE</td>
<td>GPD</td>
<td>Dell'Aquila and Embrechts (2009)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Insurance claims (property)</td>
<td>MTM</td>
<td>GPD</td>
<td>Brazauskas and Kleefeld (2009)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>double checking</td>
<td>MTM</td>
<td>LN, WEI</td>
<td>Brazauskas et al. (2009)</td>
<td></td>
</tr>
<tr>
<td>Economics</td>
<td>Hospital charges</td>
<td>HR</td>
<td>GA</td>
<td>Cantoni and Ronchetti (2006)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hospital length of stay</td>
<td>HR</td>
<td>LN, GA, WEI</td>
<td>Marazzi et al. (1998)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income distribution</td>
<td>OBRE</td>
<td>LN, GA</td>
<td>Alaiz and Victoria-Feser (1996)</td>
<td></td>
</tr>
<tr>
<td>Operational Risk</td>
<td>Loss severity (tail events)</td>
<td>OBRE, OMSE, RMXE</td>
<td>GPD</td>
<td>Horbenko et al. (2011)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loss severity (tail events)</td>
<td>TM</td>
<td>LN, WEI</td>
<td>Chernobai and Rachev (2006)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Abbreviations for estimation methods and distributions below. See the individual references for descriptions of the estimation method and/or distribution.

Estimation Methods
- CvM: Minimum Cramer von-Mises
- GM: Generalized Medians
- AD2: Minimum Anderson-Darling
- MM: Method of Medians
- MTM: Method of Trimmed Moments
- WMLE: Weighted MLE
- TM: Truncated Mean
- OBRE: Optimally B-Robust Estimator
- OMSE: Optimal Mean Squared Error
- RMXE: Radius-Minimax Estimator
- MM: Method of Medians
- MDPDE: Minimum Power Density Divergence Estimator
- HR: Huber Regression

Distributions
- BS: Birnbaum-Saunders
- GA: Gamma
- GPD: Generalized Pareto Distribution
- GEV: Generalized Extreme Value
- LN: Lognormal
- PA: Pareto (single parameter)
- WEI: Weibull

More recently, researchers in operational risk measurement have taken note of its potential utility in this setting, including Chernobai and Rachev (2006), Dell’Aquila and Embrechts (2006), Horbenko et al. (2011), and Ruckdeschel and Horbenko (2010). However, none have used robust statistics with truncated severity distributions in this setting, either for parameter estimation or to generate capital estimates. Before presenting our findings on these fronts, we first discuss the robust statistics framework and one of its most useful analytical tools in this setting: the Influence Function.

4.1. The Robust Statistics Framework

Robust Statistics is a general approach to estimation that explicitly recognizes and accounts for the fact that all statistical models are by necessity idealized and simplified approximations of complex realities. Consequently, one of the main objectives of robust statistics is to bound the influence on parameter estimates of a small to moderate number of data points in the sample which happen to deviate from the assumed statistical model. The justification for this objective is simple pragmatism: actual data samples generated by real-world processes do not exactly follow mathematically convenient textbook assumptions (e.g. all data points are not perfectly valid).
i.i.d., and rarely exactly follow parametric distributions). Robust statistics uses estimation techniques that do not “breakdown” under these conditions (i.e. they do not provide unusable, or at least notably biased and inaccurate, parameter estimates). Instead, parameter estimates from robust estimators are “robust” to such violations. The tradeoff for obtaining robustness, however, is a loss of efficiency relative to MLE, that is, a larger mean squared error (MSE), but this is only when the idealized model assumptions are true. When the i.i.d. assumptions are violated, robust statistics can be even more efficient than MLE, because as noted above, MLE’s desirable statistical properties, including that of maximal efficiency, do not hold under non-i.i.d. data conditions.

The very nature of operational risk loss data and the regulatory requirements to incorporate both internal and external data raise serious doubt about the plausibility of the assumption of identically distributed loss data, even within seemingly well-defined units of measure. Below we show that modest deviations from i.i.d. data can render severity modeling and capital estimation with MLE biased and unstable. The Influence Function is a critical tool from the robust statistics framework that allows researchers to analytically determine and describe the sensitivity of parameter estimates to specific deviations from the assumed statistical model.

4.2. The Influence Function

At the core of the robust statistics framework is the pragmatic recognition that the assumed statistical model may not perfectly describe the data generating process(es) of all of the data. The Influence Function is an analytical tool that, for a particular estimator, describes how parameter estimates of the assumed severity distribution are affected if some portion of the data follows another unspecified distribution at a particular severity value \( x \). The Influence Function will have different properties or shapes depending on each of its arguments below:

- Assumed severity distribution: \( F(y, \theta) = F() \)
- Specified estimator (statistical functional, defined below): \( T(F(y, \theta)) = T(F) \)
- Location of deviation: \( x \)
- Fraction of data deviating: \( \varepsilon \)

Given the above, we present the Influence Function below as an analytic formula for assessing this impact of an infinitesimal deviation from the assumed distribution.

\[
IF(x \mid T, F) = \lim_{\varepsilon \to 0} \left[ \frac{T\{(1-\varepsilon)F + \varepsilon\delta_x\} - T(F)}{\varepsilon} \right] = \lim_{\varepsilon \to 0} \left[ \frac{T(F_\varepsilon) - T(F)}{\varepsilon} \right]
\]

(7)

where \( \delta_x \) is the cumulative distribution function of the Dirac delta function \( D_x \), a probability measure that puts mass 1 at the point \( x \)
\[ D_x(y) = \begin{cases} 1 & \text{if } y = x \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad \delta_x(y) = \begin{cases} 1 & \text{if } y \geq x \\ 0 & \text{otherwise} \end{cases} \]  
\[ (8) \]

and
\[ T\{(1 - \varepsilon)F + \varepsilon\delta_x\} = T(F_x) \]
is simply the estimator evaluated with contamination.\(^{22}\) So the Influence Function is simply the difference between the values of the estimator with and without contamination, normalized by the amount of contamination, \( \varepsilon \). This framework allows us to compare the exact asymptotic behavior of alternative estimators when faced with less-than-ideal, non-textbook data, regardless of the nature of the deviating data. By systematically varying the location of the arbitrary deviation (\( x \)) the impact of data contamination from any distribution can be assessed. The Influence Function is an extremely powerful and useful tool with many uses (for an extensive and detailed description of the above, see Hampel et al., 1986).

To use and implement the IF, however, the estimator of interest must be defined as a statistical functional. A statistical functional is the function \( T(F(y, \theta)) = T(F) \) that estimates specific statistics (such as moments) or parameters of a model given an assumed distribution \( F(y, \theta) \) and a specific estimator (such as MLE or method of moments, etc.). For example, the statistical functionals for the first and second moment of a known distribution \( F(y, \theta) \) are
\[
m_1 = T_1(F(y, \theta)) = \int ydF(y, \theta) = \int yf(y, \theta)dy
\]
and
\[
m_2 = T_2(F(y, \theta)) = \int y^2dF(y, \theta) = \int y^2f(y, \theta)dy
\]
respectively.

The statistical functionals for the MLE estimators of the parameters of the lognormal distribution are
\[
\mu_{MLE} = T_1(F(\mu, \sigma)) = \int \log(y)dF(y, \mu, \sigma) = \int \log(y)f(y, \mu, \sigma)dy
\]
and
\[
\sigma_{MLE} = T_2(F(y, \mu, \sigma)) = \int \left[ \int \left[ \log(y) - T_1(F) \right]^2 dF(y, \mu, \sigma) \right] = \int \left[ \int \left[ \log(y) - T_1(F) \right]^2 f(y, \mu, \sigma)dy \right]
\]

The Influence Function is constructed by applying the relevant statistical functional to data which is marginally perturbed (having distribution \( F_x \)) and allows for a quantitative assessment of the effects of arbitrary deviations from the assumed distribution. Stated more precisely, under very weak differentiability (smoothness) conditions, the Influence Function (IF) describes the marginal impact that arbitrarily distributed data at the specific value of \( x \) has on the estimated

\(^{22}\) The term “statistical contamination” does not indicate a problem with data quality per se, but instead reflects the realistic possibility (probability) that most of the data follows the assumed distribution, but some fraction of the data comes from a different distribution (this portion is called “contaminated”). In the remainder of this paper, we use the more neutral term “arbitrary deviation” synonymously with “statistical contamination.”
values of the model parameters. So as mentioned above, the Influence Function is simply the limiting value of the difference in parameter estimates with and without arbitrary deviations, scaled by the fraction of data deviating (\(\varepsilon\)), as \(\varepsilon\) goes to 0. Simply put, when one needs an answer to the question, “How does the parameter estimate change when the data sample changes at data point = \(x\)?” the Influence Function is that answer. In fact, when using actual data points and the empirical cumulative distribution function is used as \(F(\cdot) = \hat{F}(\cdot)\), what we have is the Empirical Influence Function (EIF), defined below.

\[
EIF(x; T, \hat{F}) = \lim_{\varepsilon \to 0} \left[ \frac{T\left\{ (1 - \varepsilon) \hat{F} + \varepsilon \delta_x \right\} - T(\hat{F})}{\varepsilon} \right] = \lim_{\varepsilon \to 0} \left[ \frac{T(\hat{F}_\varepsilon) - T(\hat{F})}{\varepsilon} \right] \tag{13}
\]

This is how the Influence Function often is used in practice, with actual data, and typically \(\varepsilon = 1/n\) for evaluating the effect of a single data point, with various values of \(x\) used to plot the EIF function. Even with relatively small sample sizes, EIF often very nearly identically matches IF when both are graphed simultaneously, making EIF a good practical tool for validating IF derivations or for approximating IF for other reasons (we show examples of this in practice later in the paper).

While a precise and clear definition is essential for understanding the utility and all the potential uses of IF, we do not want to lose sight of the ultimate objective of robust statistics and operational risk measurement. The entire point of robust statistics, and of our definition and use of the Influence Function, is to achieve reliable estimation of a parametric model even when the assumed model is only an approximately correct representation of the data. With the above definition and understanding of the Influence Function, we can employ a very useful definition of “robustness” to such model violations, and then use it to assess and derive estimators to deal with such violations exactly as needed for the particulars of a given estimation problem.

### 4.3. B-Robustness

The behavior of the Influence Function over the domain of the severity distribution \(F(\cdot)\) is used to define a specific type of statistical robustness, “B-Robustness.” If the Influence Function is

---

23 The conditions required for the existence of the Influence Function are detailed in Hampel et al. (1986), and Huber (1977). The Influence Function is a special case of a Gâteaux derivative and it requires even weaker conditions for existence than a Gâteaux derivative (see Hampel et al. 1986, and Huber 1977).

24 Stated yet another way, the Influence Function is the functional derivative of the estimator (the statistical functional) with respect to the assumed distribution.

25 “B-robustness” is so named because the concept of defining robustness by bounding the Influence Function originally was associated with limiting the “B”ias of an estimator: if an estimator’s Influence Function is bounded, so too must be its bias.
bounded (meaning, not heading towards $\pm \infty$) over the domain of $F(\cdot)$, then the estimator is said to be “B-Robust” for the distribution $F(\cdot)$. If the Influence Function is not bounded (meaning that for some values of $x$, the Influence Function is diverging towards $\pm \infty$), then the estimator is NOT “B-Robust” for the distribution $F(\cdot)$. If the Influence Function is unbounded, then an arbitrary deviation can result in meaningless or practically unusable parameter estimates, as when parameter estimates become arbitrarily large or small (i.e. heading toward $\pm \infty$). As shown below, the mean is an example of an estimator that is not B-robust: one arbitrarily extreme data point approaching $\pm \infty$ causes the mean to approach $\pm \infty$, which is practically meaningless and completely masks all other information that might be gleaned about the central tendency of the rest of the data sample.

A comparison of the influence functions of the mean and median estimators is useful for illustrating the concept of B-Robustness. Assume the data follows a standard normal distribution, $F = \Phi$. The statistical functional for the mean is $T(F) = \int ydF(y) = \int yf(y)\,dy$, so to derive the IF of the mean, we have:

$$IF(x \mid T, F) = \lim_{\varepsilon \to 0} \left[ \frac{T(F_\varepsilon) - T(F)}{\varepsilon} \right]$$

(14)

$$= \lim_{\varepsilon \to 0} \left[ \frac{T\{1 - \varepsilon\}F + \varepsilon\delta_x - T(F)}{\varepsilon} \right]$$

$$= \lim_{\varepsilon \to 0} \left[ \frac{\int yd\{(1 - \varepsilon)\Phi + \varepsilon\delta_x\}(y) - \int yd\Phi(y)}{\varepsilon} \right]$$

$$= \lim_{\varepsilon \to 0} \left[ \frac{(1 - \varepsilon)\int yd\Phi(y) + \varepsilon\int yd\delta_x(y) - \int yd\Phi(y)}{\varepsilon} \right]$$

$$= \lim_{\varepsilon \to 0} \left[ \frac{\varepsilon x}{\varepsilon} \right] \text{ because } \int ud\Phi(u) = 0, \text{ so}$$

$$IF(x \mid T, F) = x$$

From the mathematical derivation above, it is evident that the Influence Function for the mean of a standard normal random variable is unbounded. As the point of arbitrary deviation ($x$) increases to $+\infty$, so does the Influence Function, and as a result, the mean becomes arbitrarily large and meaningless. Similarly, as the point of deviation decreases to $-\infty$, the Influence Function does as well, and the mean becomes arbitrarily large in a negative direction.
Figure 1 displays the Influence Functions of the mean and median of a standard normal distribution. Consistent with the mathematical derivation above, the Influence Function for the mean has a positive slope of 1 and increases without bound in both directions. In contrast, the Influence Function for the median is bounded and never tends toward ±∞. And as expected, the non-robustness and B-robustness of the mean and median, respectively, hold even when the \( F(\cdot) \) is not the standard normal distribution, as shown below for the mean:

\[
IF(x; T, F) = \lim_{\varepsilon \to 0} \left[ \frac{(1 - \varepsilon) \int ydF(y) + \varepsilon \int yd\delta_x(y) - \int ydF(y)}{\varepsilon} \right] = x - \mu,
\]

An important metric that helps to define B-robustness is the Gross Error Sensitivity (GES). The GES measures the greatest amount of impact (in absolute value) that an arbitrary deviation from the assumed distribution \( F(\cdot) \) can have on the parameter being estimated. It is defined as the

\[
IF(x; T, F) = x - \mu
\]

26 See Hampel et al. (1986) for a derivation of the influence function of the median.
location $x$ where the Influence Function of an arbitrary deviation has its largest absolute value.

$$GES(T, F) = \sup_{x} |IF(x; T, F)|$$  \hspace{1cm} (16)

If the GES is finite, then the estimator applied to the distribution $F(\cdot)$ is B-robust. When the GES is infinite, the estimator is NOT B-Robust when applied to the distribution $F(\cdot)$.

As may now be apparent, the robust statistics approach, and the analytical toolkit on which it relies, can be used to assess the performance of a very wide range of estimators regardless of how they are classified (M-class, L-class, R-class, etc.). Within the context of operational risk, the influence function can be used:

- To compare the robustness of an estimator, and its corresponding capital estimates, across different severity distributions
- To compare the robustness of completely different estimation techniques
- To help identify “deviant” subgroups of losses within the unit of measure for possible alternative treatment
- To assess the impact of a new loss event of any specified size on capital estimates
- To assess the impact of revisions of loss severity for existing loss events on capital estimates

A detailed discussion of such practical, applied uses of the Influence Function in this setting is discussed in Opdyke and Cavallo (2012).

In the next section, we present the formula for the Influence Function for M-class estimators generally and MLE specifically. We use this to derive and present the MLE Influence Functions of parameters of specific and widely used severity distributions in operational risk.

### 4.4. The Influence Function for MLE: General Form

As mentioned above, MLE is an M-class estimator, so called because it is a generalization of “M”aximum Likelihood Estimation. M-class estimators generally are defined as any estimator $T_n = T_n(X_1, \cdots, X_n)$ whose optimized objective function satisfies $\sum_{i=1}^{n} \phi(X_i, T_n) = 0$, or equivalently, $\sum_{i=1}^{n} \rho(X_i, T_n) = \min_{T_n}$, where $\phi(x, \theta) = \frac{\partial \rho(x, \theta)}{\partial \theta}$ is the derivative of $\rho$ which is defined over $\mathcal{S} \times \Theta$, the sample space and parameter space, respectively.

For MLE specifically,

$$\rho(x, \theta) = -\ln \left[ f(x, \theta) \right]$$  \hspace{1cm} (17)

---

27 See Hampel et al. (1986) for detailed definitions and descriptions of broad classes of statistical estimators.
is the objective function,
\[
\phi_\theta(x, \theta) = \frac{\partial \rho(x, \theta)}{\partial \theta} = -\frac{\partial f(x, \theta)}{\partial \theta} / f(x, \theta)
\]

(18)

is the negative of the score function and
\[
\phi'_\theta(x, \theta) = \frac{\partial \phi_\theta(x, \theta)}{\partial \theta} = \frac{\partial^2 \rho(x, \theta)}{\partial \theta^2} = \frac{-\partial^2 f(x, \theta) \cdot f(x, \theta) + \left[ \frac{\partial f(x, \theta)}{\partial \theta} \right]^2}{[f(x, \theta)]^2}
\]

(19)

is its derivative (in matrix form, this is the Hessian of the objective function). Hampel et al. (1986) show that Influence Functions for broad classes of estimators conveniently have the same general form, and for M-class estimators, the Influence Function is
\[
IF_\theta(x | \theta, T) = \frac{\phi_\theta(x, \theta)}{-\int_a^b \phi'_\theta(y, \theta) dF(y)}
\]

(20)

This is simply the score function normalized by its variance (the negative of the expected value of the second order derivative), where \(a\) and \(b\) define the endpoints of support of the distribution \(F()\). Given the above, the IF for MLE can be written as
\[
IF_\theta(x | \theta, T) = \frac{\frac{\partial f(x, \theta)}{\partial \theta}}{f(x, \theta)} \frac{\int_a^b \left[ \frac{\partial f(y, \theta)}{\partial \theta} \right]^2 - \frac{\partial^2 f(y, \theta)}{\partial \theta^2} \cdot f(y, \theta)}{\int_a^b f(y, \theta) dy}
\]

(21)

However, for distributions with more than one parameter, the MLE Influence Function must take into account the possibility of correlation between parameters. The consequent matrix form of equation (21) above is:
\[
IF_\theta(x; \theta, T) = A(\theta)^{-1} \phi_\theta = \begin{bmatrix}
\int_a^b \frac{\partial \phi_{\theta_1}}{\partial \theta_1} dF(y) & \int_a^b \frac{\partial \phi_{\theta_2}}{\partial \theta_1} dF(y) \\
\int_a^b \frac{\partial \phi_{\theta_1}}{\partial \theta_2} dF(y) & \int_a^b \frac{\partial \phi_{\theta_2}}{\partial \theta_2} dF(y)
\end{bmatrix}^{-1} \begin{bmatrix}
\phi_{\theta_1} \\
\phi_{\theta_2}
\end{bmatrix}
\]

(22)

where \(\theta\) and \(\phi\) are now vectorized and \(A(\theta)\) is simply the Fisher information matrix (see Stefanski and Boos (2002) and Dupuis (1998)). Note that the parameters are correlated when the off-diagonal terms are non-zero.
For the one-parameter case, “B-robustness” of the MLE estimator can be determined simply by determining whether the score function is bounded, as long as it is monotonic over the relevant domain (see Huber, 1981). But for the multiple-parameter case, possible correlation of parameters mandates that the cross-partial derivative terms also be taken into account for each parameter. It is important to emphasize that the MLE Influence Function is an analytically determined function given an assumed distribution and parameter values. With it, no simulation is required to assess the behavior of MLE parameter estimators because this is a definitive, analytic result. Note, however, that some IFs do require some computation because they require numeric integration, as shown in Sections 4.5 and 5.

### 4.5. The Influence Function for MLE: LogNormal, LogGamma, and GPD Distributions

With the general form of the MLE Influence Function derived above, for both the single- and multiple-parameter cases, we can now simply “plug-n-play” for any severity distribution. All that needs to be done is the derivation of the first and second order derivatives of each density,

\[ \frac{\partial f(y;\theta)}{\partial \theta_1}, \frac{\partial f(y;\theta)}{\partial \theta_2}, \frac{\partial^2 f(y;\theta)}{\partial \theta_1 \partial \theta_2}, \frac{\partial^2 f(y;\theta)}{\partial \theta_1^2}, \text{and} \frac{\partial^2 f(y;\theta)}{\partial \theta_2^2} \]

which are then plugged into (22) above to obtain the needed IFs. We provide two examples below for two commonly used severity distributions – the LogNormal and the LogGamma. The former is medium- to heavy-tailed and its parameters are uncorrelated, while the latter is very heavy-tailed and its parameters are correlated.

The usual parameterization of the LogNormal distribution is

\[
f(x;\mu,\sigma) = \frac{1}{\sqrt{2\pi} \sigma x} e^{-\frac{1}{2} \left( \frac{\ln(x) - \mu}{\sigma} \right)^2} \quad \text{and} \quad F(x;\mu,\sigma) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\ln(x) - \mu}{\sqrt{2} \sigma} \right) \right]
\]

for \( 0 < x < \infty \) and \( 0 < \sigma < \infty \) \hspace{1cm} (23)

The first and second order derivatives are shown below:

\[
\frac{\partial}{\partial \mu} f(x;\mu,\sigma) = \left[ \frac{\ln(x) - \mu}{\sigma^2} \right] f(x;\mu,\sigma)
\]

\[
\left( \frac{\ln(x) - \mu}{\sigma^3} - \frac{1}{\sigma} \right) f(x;\mu,\sigma)
\]

\hspace{1cm} (24)
\[ \frac{\partial^2}{\partial \mu^2} f(x; \mu, \sigma) = \left[ \frac{(\ln(x) - \mu)^2}{\sigma^4} - \frac{1}{\sigma^2} \right] f(x; \mu, \sigma) \]  

(26)

\[ \frac{\partial^2}{\partial \sigma^2} f(x; \mu, \sigma) = \left[ \frac{1}{\sigma^2} - \frac{3}{\sigma^4} \frac{(\ln(x) - \mu)^2}{\sigma^2} \right] + \left[ \frac{(\ln(x) - \mu)^2}{\sigma^3} - \frac{1}{\sigma} \right]^2 f(x; \mu, \sigma) \]  

(27)

\[ \frac{\partial}{\partial \mu \partial \sigma} f(x; \mu, \sigma) = \left[ \frac{\ln(x) - \mu}{\sigma^2} \right] \left[ \frac{(\ln(x) - \mu)^2}{\sigma^3} - \frac{3}{\sigma} \right] f(x; \mu, \sigma) \]  

(28)

Now we simply insert the above into formula (22) to obtain the Influence Functions:

\[
\varphi_\theta = \begin{bmatrix} \varphi_\mu \\ \varphi_\sigma \end{bmatrix} = \begin{bmatrix} \frac{\partial \rho(x, \theta)}{\partial \mu} \\ \frac{\partial \rho(x, \theta)}{\partial \sigma} \end{bmatrix} \begin{bmatrix} \frac{\partial f(x, \theta)}{\partial \mu} \\ \frac{\partial f(x, \theta)}{\partial \sigma} \end{bmatrix} = \begin{bmatrix} \frac{\mu - \ln(x)}{\sigma^2} \\ \frac{1}{\sigma} - \frac{(\ln(x) - \mu)^2}{\sigma^3} \end{bmatrix}
\]  

(29)

\[-\int_0^\infty \frac{\partial \varphi_\mu}{\partial \mu} dF(y) = -\int_0^\infty \left[ \frac{\ln(y) - \mu}{\sigma^2} \right]^2 - \left[ \frac{(\ln(y) - \mu)^2}{\sigma^3} - \frac{1}{\sigma^2} \right] f(y) dy = -\int_0^\infty \frac{1}{\sigma^2} f(y) dy = -\frac{1}{\sigma^2} \]  

(30)

\[-\int_0^\infty \frac{\partial \varphi_\sigma}{\partial \sigma} dF(y) = -\int_0^\infty \left( \frac{3(\ln(y) - \mu)^2}{\sigma^4} - \frac{1}{\sigma^3} \right) f(y) dy = -\int_0^\infty \frac{3}{\sigma^4} (\ln(y) - \mu)^2 f(y) dy + \frac{1}{\sigma^2} = -\frac{3\sigma^2}{\sigma^4} + \frac{1}{\sigma^2} = -\frac{2}{\sigma^2} \]  

(31)

\[-\int_0^\infty \frac{\partial \varphi_\sigma}{\partial \mu} dF(y) = -\int_0^\infty \frac{\partial \varphi_\mu}{\partial \sigma} dF(y) = \int_0^\infty \left[ \frac{\ln(y) - \mu}{\sigma^2} \right] \left[ \frac{(\ln(y) - \mu)^2}{\sigma^3} - \frac{1}{\sigma} \right] - \left[ \frac{\ln(y) - \mu}{\sigma^2} \right] \left[ \frac{(\ln(y) - \mu)^2}{\sigma^3} - \frac{1}{\sigma} \right] \]  

f(y) dy = 0

(32)

Note that the cross-partial derivatives are zero, indicating that the parameters are uncorrelated.
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\[ IF_\theta(x; \theta, T) = A(\theta)^{-1} \phi_\theta = \begin{bmatrix} -\int_a^b \frac{\partial \phi_\theta}{\partial \theta_1} dF(y) & -\int_a^b \frac{\partial \phi_\theta}{\partial \theta_2} dF(y) \\ -\int_a^b \frac{\partial \phi_{\theta_1}}{\partial \theta_1} dF(y) & -\int_a^b \frac{\partial \phi_{\theta_2}}{\partial \theta_2} dF(y) \end{bmatrix}^{-1} \phi_\theta = \begin{bmatrix} \phi_{\theta_1} \\ \phi_{\theta_2} \end{bmatrix} \]

\[
= \begin{bmatrix} -1/\sigma^2 & 0 \\ 0 & -2/\sigma^2 \end{bmatrix}^{-1} \begin{bmatrix} \frac{\mu - \ln(x)}{\sigma^2} \\ \frac{1}{\sigma} - \frac{(\ln(x) - \mu)^2}{\sigma^3} \end{bmatrix} = \begin{bmatrix} -\sigma^2 & 0 \\ 0 & -\sigma^2/2 \end{bmatrix} \begin{bmatrix} \frac{\mu - \ln(x)}{\sigma^2} \\ \frac{1}{\sigma} - \frac{(\ln(x) - \mu)^2}{\sigma^3} \end{bmatrix} = \begin{bmatrix} \frac{\ln(x) - \mu}{2\sigma} \\ \frac{(\ln(x) - \mu)^2 - \sigma^2}{2\sigma} \end{bmatrix}
\]

This is a well known result. And because there is no parameter correlation, we easily can see that the MLE estimators for neither \( \mu \) nor \( \sigma \) are B-robust: the \( \ln(x) \) terms in both IFs are unbounded, with only constant terms in the rest of each IF, so both diverge toward \( \pm \infty \). This can be seen graphically in Figure 2 below:

Figure 2: IF of MLE Estimators of LogNormal Parameters (\( \mu = 11, \sigma = 2 \))

Note that the y axes in Figure 2 are scaled for visual clarity: as the IFs analytically show, as \( x \to 0^+ \), \( IF_\mu \to -\infty \) and \( IF_\sigma \to +\infty \). This point highlights a very important finding not often noted, even for well-known distributions, when examining the IFs of MLE estimators: due to the logged terms in (many of) the IFs, the MLE parameter values become arbitrarily large or small under contamination by data points with very small values! This is somewhat counterintuitive, and practitioners typically are concerned with parameter sensitivity caused by large-valued contamination, so this is often overlooked, especially in the operational risk setting where focus is on large losses. But for MLE estimators of severity distribution parameters, small valued losses can be just as devastating and destabilizing to the estimation process as large losses, as the IFs clearly show. So aside from not being B-robust, MLE estimators also can be very unstable from quarter to quarter since only a handful of new small losses in this setting can dramatically
affect and change their value from quarter to quarter; and consequently, they can
dramatically affect estimates of required capital from quarter to quarter. This is a
consistent analytical result across many severity distributions, including truncated
distributions, and will be discussed further below.

The above process is the same for the LogGamma distribution, whose probability density
and cumulative distribution functions are shown below:

\[ f(x;a,b) = \frac{b^a (\log(x))^{a-1}}{\Gamma(a)x^{b+1}} \quad \text{and} \quad F(x;a,b) = \frac{\int_0^x b^a (\log(y))^{a-1} dy}{\Gamma(a)y^{b+1}} \]

for \( 0 < x < \infty; \ 0 < a; \ 0 < b \) \hspace{1cm} (34)

The first and second order derivatives (with domain \( x > 1 \), due to \( \ln(\ln(x)) \) terms) are
shown below:

\[
\frac{\partial}{\partial a} f(x;a,b) = \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right] f(x;a,b) \hspace{1cm} (35)
\]

\[
\frac{\partial}{\partial b} f(x;a,b) = \left[ \frac{a}{b} - \ln(x) \right] f(x;a,b) \hspace{1cm} (36)
\]

\[
\frac{\partial^2}{\partial a^2} f(x;a,b) = \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right]^2 - \text{trigamma}(a) \cdot f(x;a,b) \hspace{1cm} (37)
\]

\[
\frac{\partial^2}{\partial b^2} f(x;a,b) = \left[ \frac{a(a-1)}{b^2} - \frac{2a(\ln(x))}{b} + (\ln(x))^2 \right] \cdot f(x;a,b) \hspace{1cm} (38)
\]

\[
\frac{\partial}{\partial ab} f(x;a,b) = \left( \frac{1}{b} + \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right) \left[ \frac{a}{b} - \ln(x) \right] f(x;a,b) \hspace{1cm} (39)
\]

Again, we simply insert the above into formula (22) to obtain the Influence Functions for
both parameters:

\[
\varphi = \begin{bmatrix} \varphi_a \\ \varphi_b \end{bmatrix} = \begin{bmatrix} \frac{\partial \rho(x,\theta)}{\partial a} \\ \frac{\partial \rho(x,\theta)}{\partial b} \end{bmatrix} = \begin{bmatrix} -\frac{\partial f(x,\theta)}{\partial a}/f(x,\theta) \\ -\frac{\partial f(x,\theta)}{\partial b}/f(x,\theta) \end{bmatrix} = \begin{bmatrix} -\left[ \ln(b) + \ln(\ln(y)) - \text{digamma}(a) \right] \\ -\left[ \frac{a}{b} - \ln(y) \right] \end{bmatrix} \hspace{1cm} (40)
\]
\[
\frac{\partial}{\partial a} \frac{\partial}{\partial y} dF(y) = \frac{\partial}{\partial a} \left( -\ln(b) - \ln(\ln(y)) + \text{digamma}(a) \right) f(y) dy = \frac{\partial}{\partial a} \text{trigamma}(a) f(y) dy = -\text{trigamma}(a)
\] (41)

\[
\frac{\partial}{\partial b} \frac{\partial}{\partial y} dF(y) = \frac{\partial}{\partial b} \left( -\ln(b) - \ln(\ln(y)) + \text{digamma}(a) \right) f(y) dy = \frac{\partial}{\partial b} \frac{a}{b} f(y) dy = -\frac{a}{b^2}
\] (42)

\[
\frac{\partial}{\partial a} \frac{\partial}{\partial b} dF(y) = \frac{\partial}{\partial a} \frac{\partial}{\partial b} dF(y) = \frac{\partial}{\partial a} \left( -\ln(b) - \ln(\ln(y)) + \text{digamma}(a) \right) f(y) dy = -\int_1^\infty \frac{\partial}{\partial a} \left( -\frac{a}{b} + \ln(y) \right) f(y) dy = -\int_1^\infty -\frac{1}{b} dy = \frac{1}{b}
\] (43)

Note that the cross-partial derivatives are NOT zero, indicating that the parameters are correlated.

\[
IF_\theta(x; \theta, T) = A(\theta)^{-1} \Phi_\theta = \begin{bmatrix} -\frac{\partial}{\partial a} dF(y) - \frac{\partial}{\partial b} dF(y) \end{bmatrix}^{-1} \begin{bmatrix} -\text{trigamma}(a) & 1/b \\ 1/b & -a/b^2 \end{bmatrix} \begin{bmatrix} -\ln(b) - \ln(\ln(x)) + \text{digamma}(a) \\ -\frac{a}{b} + \ln(x) \end{bmatrix}
\]

\[
= \frac{1}{(a/b^2) \cdot \text{trigamma}(a) - 1/b^2} \begin{bmatrix} -a/b^2 & -1/b \\ -1/b & -\text{trigamma}(a) \end{bmatrix} \begin{bmatrix} -\ln(b) - \ln(\ln(x)) + \text{digamma}(a) \\ -\frac{a}{b} + \ln(x) \end{bmatrix}
\]

\[
= \begin{bmatrix} \frac{a}{b^2} \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right] - \frac{1}{b} \left[ \ln(x) - \frac{a}{b} \right] \\ \text{trigamma}(a) \frac{a}{b^2} - \frac{1}{b^2} \end{bmatrix}
\]

\[
= \begin{bmatrix} \frac{1}{b} \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right] - \text{trigamma}(a) \left[ \ln(x) - \frac{a}{b} \right] \\ \text{trigamma}(a) \frac{a}{b^2} - \frac{1}{b^2} \end{bmatrix}
\] (44)

Even though there is correlation between the parameters of the LogGamma distribution, we still can easily see that the \(-\ln(x)\) terms in both IFs dominate the \(\ln(\ln(x))\) terms, and the rest of the terms are merely constants, so both tend to \(-\infty\) as \(x \to +\infty\). Neither MLE
estimator is B-robust. This result can be seen graphically in Figure 3 below (note that y axes are cut off for visual clarity: as \( x \to 1^+ \), IF \( \to -\infty \); also note the very different scales of the two y-axes)

Figure 3: IF of MLE Estimators of LogGamma Parameters \((a = 35.5, b = 3.25)\)

A complete derivation of the Influence Functions for the Generalized Pareto Distribution is presented in Appendix 2, and the corresponding IF graphs are shown below in Figure 4.

Figure 4: IF of MLE Estimators of GPD Parameters \((\xi = 0.875, \beta = 57,500)\)

Working through these examples demonstrates clearly how one uses the IF for different severity distributions in practice, as well as how one can obtain IFs for more complicated severity distributions, such as truncated severity distributions, as shown in the next section.

But first, we utilize Figures 2, 3, and 4 to demonstrate a useful implementation of the Empirical Influence Function. As mentioned above, graphically comparing EIF to IF is a simple and direct way to validate a correct analytic derivation and implementation of IF, which sometimes can be quite mathematically involved. Recall that EIF is simply the
difference between the estimator value with and without “contamination” at data point \( x \),
graphed over the domain of all relevant \( x \); the difference is then scaled by the amount of
contamination (for only one data point, this scaling is simply dividing by \( \varepsilon = 1/n \)).
With
only \( n = 250 \) loss events, we see in Figures 2a, 3a, and 4a below that EIF matches IF
virtually identically, providing some assurance that our \textit{analytically} derived IFs are
correct.

Figure 2a: IF and EIF of MLE Estimators LogNormal Parameters (\( \mu = 11, \sigma = 2 \))

![Graph showing the comparison between IF and EIF for LogNormal parameters](image1)

Figure 3a: IF and EIF of MLE Estimators of LogGamma Parameters (\( a = 35.5, b = 3.25 \))

![Graph showing the comparison between IF and EIF for LogGamma parameters](image2)
5. Truncated Severity Distributions

Most banks record losses only above a certain threshold $H$ (typically $H = $5,000, $10,000, or €20,000 for the case of some external consortium data), so data on smaller losses generally are not available. The most widely accepted and utilized method to account for this when estimating severity distribution parameters is to assume that losses below the threshold follow the same parametric loss distribution, $f()$, as those above it, whereby the severity distribution becomes $g()$, a (left) truncated distribution, with pdf and cdf below.

$$g(x, \theta) = \frac{f(x, \theta)}{1 - F(H, \theta)} \quad \text{and} \quad G(x; \theta) = 1 - \frac{1 - F(x; \theta)}{1 - F(H; \theta)} \quad (45)$$

Under truncation, the terms of the Influence Function for the MLE estimator now become

$$\rho(x; \theta) = -\ln\left( g(x; \theta) \right) = -\ln\left( \frac{f(x; \theta)}{1 - F(H; \theta)} \right) = -\ln\left( f(x; \theta) \right) + \ln\left( 1 - F(H; \theta) \right) \quad (46)$$

$$\varphi_\theta(x, H; \theta) = \frac{\partial \rho(x; \theta)}{\partial \theta} = -\frac{\partial f(x; \theta)}{\partial \theta} - \frac{\partial F(H; \theta)}{1 - F(H; \theta)}$$

and

$$\varphi'_\theta(x, H; \theta) = \frac{\partial \varphi_\theta(x, H; \theta)}{\partial \theta} = \frac{\partial^2 \rho(x; \theta)}{\partial \theta^2} = \cdots$$
\[
\begin{align*}
\frac{\partial^2 f(x; \theta)}{\partial \theta^2} \cdot f(x; \theta) + \left[ \frac{\partial f(x; \theta)}{\partial \theta} \right]^2 & - \frac{\partial^2 F(H; \theta)}{\partial \theta^2} \cdot \left[ 1 - F(H; \theta) \right] - \left[ \frac{\partial F(H; \theta)}{\partial \theta} \right]^2 \\
\frac{1}{f(x; \theta)} & + \frac{1}{\left[ 1 - F(H; \theta) \right]^2} \\
(48)
\end{align*}
\]

leading to the general form of the Influence Function for one parameter as

\[
IF_\theta(x; \theta, T) =
\frac{\frac{\partial f(x; \theta)}{\partial \theta} - \frac{\partial F(H; \theta)}{\partial \theta}}{-f(x; \theta) - 1 - F(H; \theta)}
\]

\[
= \frac{1}{1 - F(H; \theta)} \int_a^b \frac{\partial f(y; \theta)}{\partial \theta} \cdot f(y; \theta) \, dy + \frac{\partial^2 F(H; \theta)}{\partial \theta^2} \cdot \left[ 1 - F(H; \theta) \right] \]

\[
(49)
\]

where \(a\) and \(b\) define the endpoints of support, which are now \(H\) and \(\infty\), respectively. The structure of the multi-parameter version of the IF does not change except that the differential, of course, corresponds with the cdf of the truncated severity distribution, \(G()\).

\[
IF_\theta(x; \theta, T) = A(\theta)^{-1} \varphi_\theta = \left[ \begin{array}{c} \int_a^b \frac{\partial \varphi_{\theta_1}}{\partial \theta_1} dG(y) \\ \int_a^b \frac{\partial \varphi_{\theta_2}}{\partial \theta_1} dG(y) \\ \int_a^b \frac{\partial \varphi_{\theta_1}}{\partial \theta_2} dG(y) \\ \int_a^b \frac{\partial \varphi_{\theta_2}}{\partial \theta_2} dG(y) \end{array} \right]^{-1} \varphi_\theta
\]

\[
(50)
\]

So comparing (21) and (49), we can see that the numerator of the Influence Function of a truncated distribution simply is a shift of the score function for the non-truncated distribution, and the magnitude of the shift depends only on the threshold \(H\) and the parameter values \(\theta\), but not on the location of the arbitrary deviation \(x\). The denominator of the Influence Function for a truncated distribution differs substantially from that of its non-truncated distribution. The expected value of the Hessian is computed over the truncated domain \((H, \infty)\), multiplied by a truncation constant, and added to an additional constant term in each second derivative. As is the case for the \(\varphi\) function, the constant terms depend only on the threshold \(H\) and the parameter values \(\theta\), but not on the location of the arbitrary deviation \(x\). These changes in the Fisher information matrix (relative to the non-truncated case) fundamentally alter the correlation structure of the parameters of the distribution, introducing dependence, or magnifying it if already present before truncation.

However, nothing about the “plug-n-play” approach changes under truncation except that derivatives of the cumulative distribution function, in addition to those of the probability density function, must be derived for each severity distribution. So in addition to
\[ \frac{\partial f(y;\theta)}{\partial \theta_1}, \frac{\partial f(y;\theta)}{\partial \theta_2}, \frac{\partial^2 f(y;\theta)}{\partial \theta_1 \partial \theta_2}, \frac{\partial^2 f(y;\theta)}{\partial \theta_1^2}, \text{ and } \frac{\partial^2 f(y;\theta)}{\partial \theta_2^2} \]

we also need to derive

\[ \frac{\partial F(H;\theta)}{\partial \theta_1}, \frac{\partial F(H;\theta)}{\partial \theta_2}, \frac{\partial^2 F(H;\theta)}{\partial \theta_1 \partial \theta_2}, \frac{\partial^2 F(H;\theta)}{\partial \theta_1^2}, \text{ and } \frac{\partial^2 F(H;\theta)}{\partial \theta_2^2} \]

to solve (50) above. To work through an example, we take as the truncated severity distribution the truncated LogNormal, the cdf partial derivatives for which are shown below. Conveniently, due to Leibniz’s Rule, the derivatives can be moved inside the cdf integrals. 28

\[ \frac{\partial F(H;\mu,\sigma)}{\partial \mu} = \frac{\partial}{\partial \mu} \int_{0}^{\mu} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \frac{\partial}{\partial \mu} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \left[ \frac{\ln(y) - \mu}{\sigma^2} \right] f(y;\mu,\sigma)dy \]

\[ \text{(51)} \]

\[ \frac{\partial F(H;\mu,\sigma)}{\partial \sigma} = \frac{\partial}{\partial \sigma} \int_{0}^{\mu} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \frac{\partial}{\partial \sigma} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \left[ \frac{(\ln(y) - \mu)^2}{\sigma^4} - \frac{1}{\sigma} \right] f(y;\mu,\sigma)dy \]

\[ \text{(52)} \]

\[ \frac{\partial^2 F(H;\mu,\sigma)}{\partial \mu^2} = \frac{\partial^2}{\partial \mu^2} \int_{0}^{\mu} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \frac{\partial^2}{\partial \mu^2} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \left[ \frac{\ln(y) - \mu}{\sigma^2} \right]^2 f(y;\mu,\sigma)dy \]

\[ \text{(53)} \]

\[ \frac{\partial^2 F(H;\mu,\sigma)}{\partial \sigma^2} = \frac{\partial^2}{\partial \sigma^2} \int_{0}^{\mu} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \frac{\partial^2}{\partial \sigma^2} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \left[ \frac{1}{\sigma^2} - \frac{3(\ln(y) - \mu)}{\sigma^4} \right] + \left[ \frac{(\ln(y) - \mu)^2}{\sigma^3} - \frac{1}{\sigma} \right] f(y;\mu,\sigma)dy \]

\[ \text{(54)} \]

\[ \frac{\partial F(H;\mu,\sigma)}{\partial \mu \partial \sigma} = \frac{\partial}{\partial \mu \partial \sigma} \int_{0}^{\mu} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \frac{\partial}{\partial \mu \partial \sigma} f(y;\mu,\sigma)dy = \int_{0}^{\mu} \left[ \frac{\ln(y) - \mu}{\sigma^2} \right] \left[ \frac{(\ln(y) - \mu)^2}{\sigma^3} - \frac{3}{\sigma} \right] f(y;\mu,\sigma)dy \]

\[ \text{(55)} \]

\[ 28 \text{ See Flanders (1973).} \]
In which case, we have for $\phi$

$$\phi = \begin{bmatrix} \phi_\mu \\ \phi_\sigma \end{bmatrix} = \frac{\partial \rho(x, \theta)}{\partial \mu} \frac{\partial (x, \theta)}{\partial \mu} \frac{\partial f(x, \theta)}{\partial \sigma} \frac{\partial f(x, \theta)}{\partial \sigma}$$

and the cells of the Fisher Information $A(\theta)$ are

$$-\frac{\int_0^\infty \frac{\partial \phi_\mu}{\partial \mu} dG(y) = -\frac{1}{\sigma^2} + \frac{\int_0^\infty \ln(y) - \mu}{\sigma^2} f(y) dy + \frac{\int_0^\infty \ln(y) - \mu}{\sigma^4} f(y) dy \cdot [1 - F(H; \mu, \sigma)]}{[1 - F(H; \mu, \sigma)]^2}$$

$$-\frac{\int_0^\infty \frac{\partial \phi_\sigma}{\partial \sigma} dG(y) = -\frac{1}{1 - F(H; \mu, \sigma)} \times \frac{3(\ln(y) - \mu)^2}{\sigma^4} f(y) dy + \frac{\int_0^\infty \ln(y) - \mu}{\sigma^3} f(y) dy + \frac{\int_0^\infty \ln(y) - \mu}{\sigma^4} f(y) dy \cdot [1 - F(H; \mu, \sigma)]}{[1 - F(H; \mu, \sigma)]^2}$$

$$-\frac{\int_0^\infty \frac{\partial \phi_\sigma}{\partial \sigma} dG(y) = -\frac{1}{1 - F(H; \mu, \sigma)} \times \frac{3(\ln(y) - \mu)^2}{\sigma^4} f(y) dy + \frac{\int_0^\infty \ln(y) - \mu}{\sigma^3} f(y) dy + \frac{\int_0^\infty \ln(y) - \mu}{\sigma^4} f(y) dy \cdot [1 - F(H; \mu, \sigma)]}{[1 - F(H; \mu, \sigma)]^2}$$
And just as with non-truncated distributions, (56)-(59) are inserted into (50) to obtain the IF.

Obviously, the integration for the truncated severity distribution above requires that IF be solved numerically. While inspection of both $\phi$ and the graphs of IF below (Figure 5) leaves little doubt that the MLE estimators of the truncated LogNormal are not B-robust, we leave a formal proof for another paper. Instead, we focus on a more notable and unexpected, if not counterintuitive finding. Note, first, that the off-diagonal cells of $A^{-1}$ are non-zero, indicating that truncation has induced parameter correlation where none existed before for the non-truncated LogNormal. Secondly, the entire shape and direction of IF has changed. Consequently, the direction of the relationship between the two parameters has changed: previously large values of $x$ would increase both $\mu$ and $\sigma$, but now large values of $x$ move $\mu$ and $\sigma$ in opposite directions. Arbitrarily large contamination now leads to arbitrarily small $\mu$, but arbitrarily large $\sigma$. So, quite counterintuitively, larger and larger loss values will actually decrease the value of the location parameter, $\mu$, of the truncated LogNormal, while its scale parameter, $\sigma$, increases (this is easily confirmed in straightforward simulations). Finally, as seen in Figure 5, the size of the threshold has a dramatic effect on the above findings, with larger thresholds magnifying the parameter correlation, as well as the sensitivity of the parameters to arbitrary deviations from the presumed model, as seen in the more extreme values in the IFs for large $x$.

Figure 5:
IF of MLE Estimators of Truncated LogNormal Parameters ($\mu = 11$, $\sigma = 2$) by Threshold, $H$

Some of these findings regarding the sensitivity of MLE estimators of truncated distributions, and some of their counterintuitive results, have been reported previously based on authors’ simulations (for example, see Cope (2011). In addition, some practitioners have encountered MLE parameter estimates for the truncated LogNormal distribution with $\mu < 0$ and very large values of $\sigma$. Given the numerical challenges of solving the estimating equations for MLE under truncation, such parameter estimates are often attributed to convergence problems for the optimization routine. This explanation in fact is incorrect because here, for the first time, are
analytically derived Influence Functions that conclusively show how exactly this counterintuitive parameter behavior can be caused by just a few large data values (see IF$_\mu$ in Figure 5 under $H = $25,000), along with extreme non-robustness as data values approach the data collection threshold $H$ from above. Such examples show just how useful the IF can be as it explains, definitively, the cause of the simulation results that have perplexed other authors. They also show how relatively unstable and sensitive MLE estimators can be to what many would consider to be a fairly innocuous change in the statistical model – accounting for collection thresholds by assuming truncation, and truncation at relatively low thresholds at that. This effect is even more apparent in Figure 5a below, which shows Figure 5 in Log Scale.

Figure 5a:
IF of MLE Estimators of Truncated LogNormal Parameters ($\mu = 11$, $\sigma = 2$) by Threshold, $H$

Figure 5b below shows the EIFs of the truncated LogNormal (with $n = 250$ losses), and they are virtual exact matches to the IFs, thus providing assurance as to the correctness of the IF analytical framework and derivations above.

Figure 5b:
EIF of MLE Estimators of Truncated LogNormal Parameters ($\mu = 11$, $\sigma = 2$) by Threshold, $H$
Finally, as mentioned previously, and as can be seen in Figures 5, 5a, and 5b above, MLE estimators of truncated LogNormal distribution parameters are highly sensitive to small loss values, just as they are without truncation. This analytically demonstrates why, when using MLE estimators for this distribution, large swings in capital estimates can result from just a handful of new losses just above the collection threshold in any given quarter. This is just one of the drawbacks of MLE estimators that robust statistics are designed to avoid. The IFs and EIFs for the parameters of the truncated LogGamma and truncated GPD below show very similar behavior, supporting the contention that truncation causes very similar problems for MLE across severity distributions (Chernobai et al., 2009, too, describe similar behavior of the MLE estimators, across different severity distributions, when those distributions are truncated). The above derivations are completed for the truncated LogGamma distribution and the truncated Generalized Pareto Distribution in Appendix 3.

Figure 6:
IF of MLE Estimators of Truncated LogGamma Parameters \((a = 35.5, b = 3.25)\) by Threshold, \(H\)

![Figure 6](image_url)

Figure 7 (Figure 6 Log Scale):
IF of MLE Estimators of Truncated LogGamma Parameters \((a = 35.5, b = 3.25)\) by Threshold, \(H\)

![Figure 7](image_url)
Figure 8 below shows the EIFs of the truncated LogGamma (with n=250), and they are virtual exact matches to the IFs, thus providing assurance as to the correctness of the IF analytical framework and derivations above.

Figure 8:
EIF of MLE Estimators of Truncated LogGamma Parameters ($a = 35.5$, $b = 3.25$) by Threshold, $H$

Figure 9:
IF of MLE Estimators of Truncated GPD Parameters ($\xi = 0.875$, $\beta = 57,500$) by Threshold, $H$
Figure 10 (Figure 9 Log Scale):
IF of MLE Estimators of Truncated GPD Parameters ($\xi = 0.875, \beta = 57,500$) by Threshold, $H$

Figure 11 below shows the EIFs of the truncated GPD (with $n=250$), and they are virtual exact matches to the IFs, thus providing assurance as to the correctness of the IF analytical framework and derivations above.

Figure 11:
EIF of MLE Estimators of Truncated GPD Parameters ($\xi = 0.875, \beta = 57,500$) by Threshold, $H$

6. Robust Statistics

Given the empirical challenges of operational risk loss data discussed above (data paucity, non-i.i.d. data/heterogeneity, data instability/revision, unambiguously extreme outliers, etc.), we turn to robust statistics not only to establish the non-robustness of MLE estimators in this setting, but also to find better estimators that can surmount these challenges. Two candidates widely used for decades are the Cramér-von Mises (CvM) estimator, a minimum distance estimator (MDE), and the Optimally Bias-Robust Estimator (OBRE). Both are B-robust, and as M-class estimators, both are
asymptotically normal and consistent (asymptotically unbiased). The price they pay for
their robustness is less efficiency than MLE, but this is only true under perfectly i.i.d.
data; under real world data conditions, they can, in fact, be more efficient than MLE. We
define both below.

6.1. The CvM Estimator

CvM Defined:

The Cramér-von Mises (CvM) estimator yields the parameter value of the assumed
distribution that minimizes its distance from the empirical distribution (see Duchesne et
al., 1997). Given the CvM statistic in its common form,

\[ W^2(\theta) = \frac{1}{n} \sum_{i=1}^{n} \left[ F_n(x_i) - F_\theta(x_i) \right]^2 \]  

(60)

where \( F_n \) is the empirical distribution and \( F_\theta \) is the assumed distribution, the minimum
CvM estimator (MCVME) is that value \( \hat{\theta} \) of \( \theta \), for the given sample, that minimizes:

\[ \hat{\theta}_{MCVME} = \arg \min_{\theta} \left\{ n \cdot \int \left[ F_n(x) - F_\theta(x) \right]^2 dF_\theta(x) \right\} \]  

(61)

CvM Computed:

The computational formula typically used to calculate the MCVME is:

\[ W^2(\theta) = \frac{1}{12n} \sum_{s=1}^{n} \left[ F_\theta(x_{(s)}) - \frac{2s - 1}{2n} \right]^2 \]  

(62)

where \( x_{(s)} \) is the s’th ordered value of \( x \) (see Duchesne et al., 1997).

Other MDE’s are very similar conceptually, and typically differ in how they weight the
data points. For example, Anderson-Darling, another MDE, weights data points in the
tail more than does CvM. CvM is a very commonly used MDE, hence its inclusion in
this study.\(^{29}\)

\(^{29}\) See Parr and Schucany (1980) for a discussion of minimum distance estimation using a variety of
empirical distribution function tests.
6.2. **The OBRE Estimator**

**OBRE Defined:**

The Optimally Bias-Robust Estimator (OBRE) is provided for a given sample of data as the value $\hat{\theta}$ of $\theta$ that solves (63):

$$
\sum_{i=1}^{n} \varphi_{c,a}^{A,a}(x_i; \theta) = 0
$$

(63)

where

$$
\varphi_{c,a}^{A,a}(x; \theta) = A(\theta) \cdot \left[ s(x; \theta) - a(\theta) \right] \cdot W_c(x; \theta)
$$

(64)

and

$$
W_c(x; \theta) = \min \left\{ 1; \frac{c}{\| A(\theta) \cdot \left[ s(x; \theta) - a(\theta) \right] \|} \right\}
$$

(65)

and $A(\theta)$ is a dim($\theta$) x dim($\theta$) matrix and $a(\theta)$ is a dim($\theta$) vector determined by the equations

$$
E \left[ \varphi_{c,a}^{A,a}(x; \theta) \cdot \varphi_{c,a}^{A,a}(x; \theta)^T \right] = I
$$

(66)

and

$$
E \left[ \varphi_{c,a}^{A,a}(x; \theta) \right] = 0
$$

(67)

$A(\theta)$ and $a(\theta)$ can be viewed as Lagrange multipliers which ensure the constraints of B-robustness and Fisher consistency, respectively.  

For the OBRE estimator, $A(\theta)$ is also the covariance matrix of the constrained parameter estimates. $s(x; \theta)$ is simply the score function, $s(x; \theta) = \left[ \partial f(x; \theta) / \partial \theta \right] / f(x; \theta)$, so OBRE is defined in terms of a weighted standardized scores function, where $W_c(x; \theta)$ are the weights. $c$ is a tuning parameter chosen by the researcher, $\sqrt{\text{dim}(\theta)} \leq c \leq \infty$, regulating from very robust to MLE, respectively.

---

30 A statistical function $T(\cdot)$ is Fisher consistent if, when applied to the “true” probability distribution, $F_\theta$, it recovers the “true” population parameter values, $\theta$: $T(F_\theta) = \theta$; or equivalently, if the limiting value of the sample analog of the statistical functional, $T(F_n)$ converges to the “true” population values, $\theta$. See Huber and Ronchetti (2009) for further details.
So OBRE actually is just a constrained MLE. And because OBRE is based on the score function, it maintains efficiency as close as possible to MLE (subject to its constraints). Hence, its name: “Optimal” B-Robust Estimator. OBRE achieves maximal possible efficiency (the smallest possible trace of its asymptotic covariance matrix) for a given level or robustness, as determined by \( c \). Many researchers choose \( c \) to achieve 95\% efficiency relative to MLE, but this actual value for \( c \) depends on the model being implemented and the data sample under analysis.

Several versions of the OBRE exist with minor variations on exactly how they bound the IF. The OBRE defined above is the so-called “standardized” OBRE “which has proved to be numerically more stable” according to Alaiz and Victoria-Feser (1996). The “standardized” OBRE is used in this study.

**OBRE Computed:**

To compute OBRE, (63) must be solved under constraints (66) and (67), for a given tuning parameter value \( c \), via a convergence algorithm (typically of the Newton-Raphson form). The specific algorithm used in this study follows D. J. Dupuis (1998):

**STEP 1:** Decide on a precision threshold, \( \eta \), and initial value for \( \theta \), and initial values \( a = 0 \) and \( A = \sqrt{J(\theta)^{-1}} \) where \( J(\theta) = \int s(x; \theta)^T s(x; \theta) dF_\theta(x) \) is the Fisher Information.

**STEP 2:** Solve for \( a \) and \( A \) in the following equations:

\[
A^T A = M_2^{-1} \quad \text{and} \quad a = \int s(x; \theta) W_c(x; \theta) dF_\theta(x) / \int W_c(x; \theta) dF_\theta(x)
\]

where \( M_k = \int \left[ s(x; \theta) - a \right] \cdot \left[ s(x; \theta) - a \right]^T \cdot W_c(x; \theta)^k dF_\theta(x) \), \( k=1,2 \)

which gives the “current values” of \( \theta \), \( a \), and \( A \) used to solve the given equations.

**STEP 3:** Now compute \( M_i \) and \( \Delta \theta = M_i^{-1} \cdot \left\{ \frac{1}{n} \cdot \sum_{i=0}^{n} \left[ s(x_i; \theta) - a \right] \cdot W_c(x_i; \theta) \right\} \)

**STEP 4:** If \( \max_j \left| \frac{\Delta \theta_j}{\theta_j} \right| > \eta \) then \( \theta \rightarrow \theta + \Delta \theta \) and return to STEP 2, otherwise stop.

The idea of the above algorithm is to first compute \( A \) and \( a \) for a given \( \theta \) by solving the Step 2 equations. This is followed by a Newton-Raphson step given these two new matrices, and these steps are iterated until convergence is achieved. Dupuis (1998) cautions on two points of implementation in an earlier paper by Alaiz and Victoria-Feser (1996):
• Alaiz and Victoria-Feser (1996) state that integration can be avoided in the calculation of \( a \) in STEP 2 and \( M_1 \) in STEP 3, but Dupuis (1998) cautions that the former calculation of \( a \) requires integration, rather than a weighted average based on plugging in the empirical density, or else (64) will be satisfied by all estimates.

• Also, perhaps mainly as a point of clarification, Dupuis (1998) clearly specifies
\[
\max_j \left| \frac{\Delta \theta_j}{\theta_j} \right| > \eta \quad (j = 1, 2)
\]
\( \text{in STEP 4 rather than just } \Delta \theta > \eta \text{ as in Alaiz and Victoria-Feser (1996).} \)

The initial values for \( A \) and \( a \) in STEP 1 correspond to the MLE. The algorithm converges if initial values for \( \theta \) are reasonably close to the ultimate solution. Initial values can be MLE, or a more robust estimate from another estimator, or even an OBRE estimate obtained with \( c = \) large and initial values as MLE, which would then be used as a starting point to obtain a second and final OBRE estimate with \( c = \) smaller. In this study, MLE estimates were used as initial values, and no convergence problems were encountered, even when the loss dataset contained 6\% arbitrary deviations from the assumed model.

It should be noted that OBRE weights contain very valuable information: they are indicators of the degree to which a particular data point (within the context of the data sample at hand) deviates from the assumed statistical model. As such they can be used for outlier detection, unit-of-measure construction, and possibly in the parameter estimation process itself. For the latter, they are arguably superior to “trimming” (observation deletion) based on sample quantiles, maximum/minimum \( k \) observations, absolute deviations, or other relatively arbitrary and inflexible metrics.

### 6.3. Influence Functions of Robust Estimators versus MLE

#### 6.3.1 Non-truncated Severity Distributions

The B-robustness of CvM and OBRE can be seen when their EIFs are compared to those of the MLE estimators for the parameters of the examined severity distributions. While the EIFs of the MLE estimators clearly are unbounded, those of OBRE and CvM clearly are bounded. And importantly, note, too, that the extreme sensitivity of MLE estimators to small arbitrary data deviations, not just large deviations, is not shared by the robust estimators (the robust estimators do have some sensitivity to small losses, but because their influence functions are bounded, this sensitivity is not extreme). This is highlighted in Figures 12 vs. 13, and 15 vs. 16, although it is true for the EIFs represented on all the graphs, even when the y-axis is cut-off for visual clarity. The EIFs for the MLE estimators of \( \mu \) and \( \sigma \) are unbounded, heading toward \(-\infty\) and \(+\infty\), respectively, as \( x \) approaches 0, and both heading toward \(+\infty\) as \( x \) approaches \(+\infty\).
Figure 12:
EIFs of LogNormal ($n = 250$, $\mu = 11$, $\sigma = 2$) Parameter Estimates: OBRE vs. MLE

In contrast, the EIFs for the OBRE estimators are bounded over the entire domain $(0, \infty)$. Note that as $c$ increases, the OBRE estimators are less robust, which can be seen with the EIF for $c = 2.00$ deviating further from the x-axis in the right tail.

Figure 13 (Figure 12 with larger y-axis range):
EIFs of LogNormal ($n = 250$, $\mu = 11$, $\sigma = 2$) Parameter Estimates: OBRE vs. MLE
Figure 14:
EIFs of LogNormal \((n = 250, \mu = 11, \sigma = 2)\) Parameter Estimates: CvM vs. MLE

Note in Figure 14 that CvM, like OBRE, is B-robust; IFs for MLE diverge to \(\pm \infty\), but IFs for CvM do not over the entire domain \((0, \infty)\).

For the LogGamma distribution, the EIFs for the MLE estimators of \(a\) and \(b\) are unbounded, heading toward \(-\infty\) as \(x\) approaches \(+\infty\). In contrast, the EIFs for the OBRE estimators are bounded as \(x\) approaches \(+\infty\). Note that as \(c\) increases, the OBRE estimators are less robust, which can be seen with the EIF for \(c = 4.39\) deviating further from the x-axis in the right tail.

Figure 15:
EIF of LogGamma \((n = 250, a = 35.5, b = 3.25)\) Parameter Estimates: OBRE vs. MLE

Note in Figure 15 that CvM, like OBRE, is B-robust; IFs for MLE diverge to \(\pm \infty\), but IFs for CvM do not over the entire domain \((0, \infty)\).
6.3.2 Truncated Severity Distributions

As the analytical derivation of the Influence Function made clear, truncation substantially changes the sensitivity of parameter estimates to arbitrary deviations from the assumed model. The B-robustness of CvM and OBRE can be seen below when their EIFs are compared to those of the MLE estimators for the parameters of the examined severity distributions. While the EIFs of the MLE estimators clearly are unbounded, those of OBRE and CvM clearly are bounded. And importantly, under truncation, just as under non-truncated severity distributions (above), the extreme sensitivity of MLE estimators to small arbitrary data deviations, not just large deviations, is not shared by the robust estimators (this is true even with y-axes scaled and MLE IFs cut-off for visual clarity).
Figure 18:
EIFs of Truncated LogNormal \((n = 250, \mu = 11, \sigma = 2, H = $5,000)\) Parameter Estimates:
OBRE vs. MLE

Observe the graphs for \(\mu\) and \(\sigma\) estimations under OBRE and MLE.

CvM vs. MLE

Under truncation, the EIFs for the MLE estimators of \(\mu\) and \(\sigma\) are very non-robust and sensitive to arbitrary deviations, heading toward \(-\infty\) and \(+\infty\), respectively, as \(x\) approaches \(H\), and heading toward \(-\infty\) and \(+\infty\), respectively, as \(x\) approaches \(+\infty\). In contrast, the EIFs for the OBRE estimators exhibit a range of robustness for different values of \(c\), as evidenced by the differing locations on the y-axis where the IF becomes nearly flat for large \(x\). This demonstrates the flexibility of the estimator, via values of its tuning parameter, to provide different levels of robustness in the face of loss samples and severity distributions that can vary notably across different units of measure. CvM, too, is B-robust.
Figure 19: EIFs of Truncated LogGamma (n=250, \( a = 35.5, b = 3.25, H = $5,000 \)) Parameter Estimates
OBRE vs. MLE

EIF\(_a\)

CvM vs. MLE

EIF\(_a\)

6.4. The Information Contained in OBRE Weights

Because of their potential utility for many purposes in the operational risk measurement space, including, possibly, in the severity distribution parameter estimation process itself, we present below graphs of the data point weights generated by the OBRE algorithm over its corresponding IF – here, the LogGamma IF\(_a\).
The OBRE EIF begins to flatten out, that is, it diverges from the EIF of an unconstrained MLE, exactly where it should: where the OBRE weights deviate from the value of 1.0. In this specific case, this happens roughly at the fifth and ninety-fifth quantiles of the severity distribution.

6.5. Robust Estimation in the Context of Selecting an Appropriate Severity Distribution

Now that we have a solid understanding of the behavior of these three estimators vis-à-vis their Influence Functions, we can move on to the key question here: how does this translate into capital estimates? Are each of the respective capital distributions accurate, or biased? Robust, or non-robust? Precise, or inefficient? Or are there important considerations when translating parameter estimates into high quantile estimates (which are essentially what capital estimates are) that have not yet been taken into account?

Before answering these questions in the following sections treating capital estimation, it is important to note a common weakness in this general approach to severity distribution modeling, regardless of the estimator used. And that is the conditional nature of the estimation process: we are estimating parameter values conditional on the assumption that we have selected the correct severity distribution (e.g. correctly selected the LogGamma instead of, say, the LogNormal). Initial goodness-of-fit tests are used to select the severity distribution that is modeled and whose parameters are estimated, but these tests, too, are statistical tests subject to sampling error. While the distribution that best fits the given data sample with the highest probability is selected, this selection still can be wrong. The hope, of course, is that even if it is wrong and does not exactly represent the data generating process, it will be close enough to allow for a reasonably close estimation to arrive at a reasonably close capital estimate in the end. But we see that here, too, robustness is important. Selecting the wrong, but probably still fairly close-to-the-truth severity distribution is akin to selecting the “correct” one when the data is not i.i.d. and subject to some heterogeneity. Under either scenario, the more robust the estimation process, the better.
will be the ultimate point estimate. Although only scenarios involving non-i.i.d. data / heterogeneity are tested in the following sections rather than incorrectly chosen severity distributions, it is important to note all the ways in which robustness could benefit the estimation process.

Yet in defense of this approach, we also must note that after going through the goodness-of-fit testing process for many quarters, on a given set of loss data for a particular unit of measure at a particular bank, it is less and less likely that a completely wrong distribution will be selected, or that data will change so dramatically in one quarter that a very different severity distribution is selected. While data certainly changes over time for a wide variety of reasons, it is far more likely that parameter values of a given severity distribution will change, quite possibly in non-trivial ways, than, say, what was deemed to be Truncated LogNormal data suddenly are now better fit with a Truncated GPD distribution. But these are the types of statistical modeling issues about which operational risk measurement analysts always must remain cognizant during these empirical testing processes, and this demonstrates yet one more way in which taking a robust approach to the estimation process can have important ancillary benefits.  

7. Capital Estimation

The entire point of the statistical exercise of estimating severity distribution parameters is to estimate a capital requirement. This is essentially an estimate of a high quantile of the severity distribution. The mean adjusted Single Loss Approximation (SLA) of Böcker and Sprittulla (2006) provides us with a very accurate approximation of the VaR of the aggregate loss distribution without having to simulate it:

\[
C_\alpha \approx F^{-1}\left(1 - \frac{1 - \alpha}{\lambda}\right) + (\lambda - 1)\mu
\]

(68)

where

- \(\alpha\) = single year loss quantile (0.999 for regulatory capital; 0.9997 for economic capital)
- \(\lambda\) is the average number of losses occurring within one year (the frequency estimate)
- \(\mu\) is the mean of the estimated severity distribution

---

31 GPD and truncated GPD are not examined in Section 6 because they are not used in the capital simulation study in Section 7. This is not because they cannot be implemented using the robust estimators described in Section 6, but rather, because they cannot be implemented in the capital simulation study as it stands. This particular distribution possesses specific characteristics (i.e. infinite mean for \(\xi \geq 1\)) that pose a specific and distinct set of challenges when simulating it. We leave solutions to these challenges for another study.

32 Capital estimates based on the mean VaR of three million fully simulated aggregate loss distributions, with both frequency and severity parameters simulated (which is the gold standard here) were compared to SLA approximations to verify the accuracy of the latter. Across the 16 “true” approximated SLA capital numbers in Table 2, the mean absolute deviation from the corresponding fully simulated numbers was only 1.2%, and the standard deviation of the absolute deviations was only 1.2%.
From (68) we can see that the VaR of the aggregate loss distribution is essentially just a high quantile of the severity distribution on a single loss (the first term) with a mean adjustment that typically is very small (the second term) relative to the first term (in the remainder of the paper, our use of the “SLA” refers to the mean adjusted SLA).

The important point here is that the estimate of the high quantile of the severity distribution is what really matters in estimating capital. In other words, the statistical properties of this high quantile estimate (accuracy, robustness, and precision), NOT those of the parameter estimates per se, should be the ultimate arbiter of what makes a good estimator for quantifying operational risk exposure. Those who focus only on the performance of the estimated parameters while ignoring the performance of the corresponding capital estimates do so at their peril, because they most certainly are not the same thing, and those who blithely assume so may miss very important issues that adversely affect capital estimation. Unfortunately, we believe that is at least part of the reason that the operational risk measurement literature has, to date, missed the fundamental issue of MLE-related capital bias. The source of this bias is Jensen’s inequality, which is an analytical result proven over a century ago.

We employ a simulation study to evaluate the performance of capital estimates based on severity parameters estimated with MLE, CvM, and OBRE. The results of the simulation study demonstrate that Jensen’s inequality can have a very large impact on estimated capital.

### 7.1. Experimental Design for Simulation Study

With a comprehensive simulation study, we compare SLA-based capital estimates using three estimators to model the severity distribution: MLE, CvM, and OBRE. The experimental design covers the four severity distributions examined closely above – the LogNormal, Truncated LogNormal, LogGamma, and Truncated LogGamma. We vary the underlying data characteristics to capture the potential effects of heterogeneity, considering in turn idealized data conditions (i.i.d. losses), and different types of data contamination (left tail only, right tail only, and both tails).

- \( N = \# \text{ of simulations} = 500 \)
- \( n = \# \text{ of losses per unit of measure (for a single unit of measure)} = 250 \)
  (Many units of measure will be smaller, and many will be larger, so 250 was chosen as a realistic “typical” size)
- \( H = \text{data collection threshold for truncation} = \$5,000 \)
  (Even this relatively small collection threshold illustrates the sometimes dramatic effects of truncation on capital estimation)
- Confidence level for Basel II regulatory capital: \( \alpha = 99.9\% \)
  (Corresponding to the confidence level for regulatory capital requirements)
- Loss frequency \( \lambda = 25 \)
  (This value, which is what typically is estimated by the frequency model, was arbitrarily
selected to illustrate the capital impact. For larger banks, the average annual number of losses may be far larger, thus increasing capital requirements dramatically, ceteris paribus).

- **Parameter Values:**
  - For both LogNormal and Truncated LogNormal, \( \mu = 11, \sigma = 2 \)
  - For both LogGamma and Truncated LogGamma, \( a = 35.5, b = 3.25 \)

(These parameter values were selected to represent some of the loss distributions and capital estimates encountered by the authors from analysis of actual operational loss data. In addition, these parameter values demonstrate the fairly large differences between the LogNormal and the LogGamma, especially in the tails, as shown in Table 1 below. Yet they yield similar means of about $442,000 and $467,000, respectively. Obviously, the capital impacts only can be assessed using parameter values and sample sizes relevant to a particular institution’s unit of measure.)

<table>
<thead>
<tr>
<th>%Tile</th>
<th>LogNormal (( \mu=11, \sigma=2 ))</th>
<th>LogGamma (( a=35.5, b=3.25 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0000%</td>
<td>$59,874</td>
<td>$50,045</td>
</tr>
<tr>
<td>75.0000%</td>
<td>$230,724</td>
<td>$179,422</td>
</tr>
<tr>
<td>90.0000%</td>
<td>$776,928</td>
<td>$614,477</td>
</tr>
<tr>
<td>95.0000%</td>
<td>$1,606,723</td>
<td>$1,333,228</td>
</tr>
<tr>
<td>99.0000%</td>
<td>$6,278,840</td>
<td>$6,162,960</td>
</tr>
<tr>
<td>99.9000%</td>
<td>$28,932,168</td>
<td>$38,778,432</td>
</tr>
<tr>
<td>99.9700%</td>
<td>$57,266,640</td>
<td>$92,087,922</td>
</tr>
<tr>
<td>99.9960%</td>
<td>$159,698,811</td>
<td>$355,104,952</td>
</tr>
<tr>
<td>99.9988%</td>
<td>$279,358,818</td>
<td>$760,642,911</td>
</tr>
</tbody>
</table>

- **Arbitrary Deviations/Contamination:** Mixture distributions are used to test the robustness of the estimators to deviations from i.i.d. data.
  - Three scenarios are studied:
    - 6% Left tail contamination – contamination for “small” losses
    - 6% Right tail contamination – contamination for “large” losses
    - 3% Left tail + 3% Right tail contamination
  - Data contamination: The deviating data has a mean that deviates, in both directions, by just under $350,000 from the respective base distributions (which is sizeable given the base loss distributions have means of about $450,000)
• LogNormal contamination:
  Left tail contamination: LogNormal ($\mu = 9.5, \sigma = 2$)
  Right tail contamination: LogNormal ($\mu = 11.576, \sigma = 2$)
• LogGamma contamination
  Left tail contamination: LogGamma ($a = 31.8, b = 3.25$)
  Right tail contamination: LogGamma ($a = 37, b = 3.25$)

- OBRE Tuning Parameter: For OBRE, different values for $c$, the tuning parameter, were used with the given parameter values, and those which provided the most obviously appropriate tradeoff between accuracy and precision of the corresponding SLA capital estimates were used. Algorithms that may allow for purely data-driven estimation of $c$, which is key to its usage in practice, are discussed below.

- OBRE Starting Values: MLE estimates were used as the starting point for the OBRE algorithm, and for this study, no convergence problems were encountered. That said, values of $\eta$, $c$, $n$, and the distribution parameters all are very interrelated, and like any convergence algorithm, must be carefully monitored. For example, values of $\eta = 0.01$ were sufficient for LogNormal parameter estimation, but for LogGamma estimation, $\eta = 0.005$ and even $\eta = 0.0001$ were sometimes required due to its longer tail and the need for greater precision. Such variation under different data conditions is typical of convergence algorithms, so their responsible use requires an awareness of these issues. While starting values are sometimes noted in the literature as being important for the convergence of OBRE algorithms, this emphasis may be due to the relatively small sample sizes (as low as $n = 40$) being used in some of those studies (see Horbenko, et al., 2011).

- CvM Starting values: A wide range of parameter values were provided for the Gaussian quadrature optimization algorithm used by the statistical software utilized here (SAS®). No convergence issues were encountered with the LogNormal and Truncated LogNormal distributions, but that was not the case in fully a third of the LogGamma and Truncated LogGamma distributions (whether or not contaminated) where second-order optimality conditions were violated (the results were similar whether or not these instances were discarded and replaced).

### 7.2. Simulation Results

Table 2 summarizes the potential bias mitigation that OBRE provides relative to MLE.
Table 2: Summary of SLA Estimates of Regulatory Capital (#sims=500):
MLE, CvM, and OBRE (Optimal Tuning Parameter and Weight Exclusion for OBRE)

<table>
<thead>
<tr>
<th>Distribution</th>
<th>0% Deviation</th>
<th>3% Each Tail</th>
<th>6% Left Tail</th>
<th>6% Right Tail</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LogNormal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>True</strong> SLA Capital</td>
<td>$170,317,921</td>
<td>$173,118,560</td>
<td>$165,323,008</td>
<td>$180,654,136</td>
</tr>
<tr>
<td>Deviation of <strong>OBRE</strong> Mean</td>
<td>$671,849</td>
<td>$3,996,815</td>
<td>$8,387,953</td>
<td>-$3,033,449</td>
</tr>
<tr>
<td>Deviation of <strong>MLE</strong> Mean</td>
<td>$7,504,017</td>
<td>$11,745,639</td>
<td>$15,748,335</td>
<td>$5,806,548</td>
</tr>
<tr>
<td>Deviation of <strong>CvM</strong> Mean</td>
<td>$14,893,442</td>
<td>$14,554,328</td>
<td>$17,167,913</td>
<td>$8,703,128</td>
</tr>
<tr>
<td><strong>Truncated LogNormal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>True</strong> SLA Capital</td>
<td>$180,486,144</td>
<td>$183,180,240</td>
<td>$175,278,136</td>
<td>$190,682,320</td>
</tr>
<tr>
<td>Deviation of <strong>OBRE</strong> Mean</td>
<td>$225,670</td>
<td>$8,732,300</td>
<td>$12,744,475</td>
<td>$5,867,437</td>
</tr>
<tr>
<td>Deviation of <strong>MLE</strong> Mean</td>
<td>$20,985,417</td>
<td>$24,473,149</td>
<td>$28,282,561</td>
<td>$24,238,437</td>
</tr>
<tr>
<td>Deviation of <strong>CvM</strong> Mean</td>
<td>$25,357,240</td>
<td>$32,479,789</td>
<td>$37,850,365</td>
<td>$31,725,240</td>
</tr>
<tr>
<td><strong>LogGamma</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>True</strong> SLA Capital</td>
<td>$366,309,627</td>
<td>$370,407,112</td>
<td>$353,009,568</td>
<td>$387,304,656</td>
</tr>
<tr>
<td>Deviation of <strong>OBRE</strong> Mean</td>
<td>-$5,326,671</td>
<td>$13,270,864</td>
<td>$21,020,814</td>
<td>-$2,168,419</td>
</tr>
<tr>
<td>Deviation of <strong>MLE</strong> Mean</td>
<td>$48,715,951</td>
<td>$60,143,554</td>
<td>$67,193,035</td>
<td>$47,375,062</td>
</tr>
<tr>
<td>Deviation of <strong>CvM</strong> Mean</td>
<td>$70,389,855</td>
<td>$90,109,056</td>
<td>$96,544,056</td>
<td>$77,895,220</td>
</tr>
<tr>
<td><strong>Truncated LogGamma</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>True</strong> SLA Capital</td>
<td>$388,391,019</td>
<td>$392,310,056</td>
<td>$374,657,472</td>
<td>$409,562,640</td>
</tr>
<tr>
<td>Deviation of <strong>OBRE</strong> Mean</td>
<td>$18,617,463</td>
<td>$6,390,621</td>
<td>$15,298,931</td>
<td>$1,331,382</td>
</tr>
<tr>
<td>Deviation of <strong>MLE</strong> Mean</td>
<td>$81,838,600</td>
<td>$78,081,913</td>
<td>$88,430,354</td>
<td>$69,997,575</td>
</tr>
<tr>
<td>Deviation of <strong>CvM</strong> Mean</td>
<td>$136,214,444</td>
<td>$126,769,342</td>
<td>$134,760,825</td>
<td>$114,930,957</td>
</tr>
</tbody>
</table>

Complete simulation results providing the characteristics of the distributions of each estimator’s capital estimates are shown in Tables 2a-d, which are the backup to the summary Table 2. OBRE means are generally much more centered on the true capital than MLE, which exhibit notable upward bias that increases dramatically for economic capital (where $\alpha = 0.9997$ instead of $\alpha = 0.999$) as shown in the next Section. CvM exhibits notable bias as well. It appears that OBRE’s tuning parameter provides some measure of mitigation of the effects of Jensen’s inequality, without which CvM clearly is too blunt a tool here.

In terms of robustness, we see from Tables 2a-d that OBRE means under deviations from i.i.d. data are much closer to true capital requirements than are those of MLE or CvM, but at least part of this effect is likely due to Jensen’s inequality. It is not clear that simply subtracting the MLE-related bias under no deviations (i.i.d. data) allows for the disentanglement of these two effects, but what is clear is that OBRE is far closer to the true required capital under all four data scenarios. Approaches to mitigate bias specifically due to Jensen’s inequality are discussed in the next section.

In terms of precision, OBRE and MLE are generally comparable, and CvM’s performance was markedly inferior across the board. The RMSE of OBRE typically was slightly larger than that
Table 2a: LogNormal SLA Estimates of Regulatory Capital (# sims=500):
MLE, CvM, OBRE (Optimal Tuning Parameter)

<table>
<thead>
<tr>
<th></th>
<th>0% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Both Tails (3% Each)</td>
<td>Left Tail</td>
<td>Right Tail</td>
<td>Left Tail</td>
</tr>
<tr>
<td>True SLA Capital</td>
<td>$170,317,921</td>
<td>$173,118,560</td>
<td>$165,323,008</td>
<td>$180,654,136</td>
</tr>
<tr>
<td>OBRE* Mean</td>
<td>$170,989,770</td>
<td>$177,115,375</td>
<td>$173,710,961</td>
<td>$177,620,687</td>
</tr>
<tr>
<td>MLE Mean</td>
<td>$177,821,938</td>
<td>$184,864,199</td>
<td>$181,071,343</td>
<td>$186,460,684</td>
</tr>
<tr>
<td>CvM Mean</td>
<td>$185,211,363</td>
<td>$187,672,888</td>
<td>$182,490,921</td>
<td>$189,357,264</td>
</tr>
</tbody>
</table>

**OBRE Closer v. MLE**

<table>
<thead>
<tr>
<th></th>
<th>$6,832,168</th>
<th>$7,748,825</th>
<th>$7,360,382</th>
<th>$2,773,099</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBRE* Mean %Difference from True</td>
<td>0.4%</td>
<td>2.3%</td>
<td>5.1%</td>
<td>-1.7%</td>
</tr>
<tr>
<td>MLE Mean %Difference from True</td>
<td>4.4%</td>
<td>6.8%</td>
<td>9.5%</td>
<td>3.2%</td>
</tr>
<tr>
<td>CvM Mean %Difference from True</td>
<td>8.7%</td>
<td>8.4%</td>
<td>10.4%</td>
<td>4.8%</td>
</tr>
<tr>
<td>OBRE* % within +/- 50%</td>
<td>80.0%</td>
<td>83.0%</td>
<td>80.0%</td>
<td>87.0%</td>
</tr>
<tr>
<td>MLE % within +/- 50%</td>
<td>80.0%</td>
<td>83.0%</td>
<td>80.0%</td>
<td>87.0%</td>
</tr>
<tr>
<td>CvM % within +/- 50%</td>
<td>74.0%</td>
<td>70.0%</td>
<td>75.0%</td>
<td>77.0%</td>
</tr>
<tr>
<td>OBRE* RMSE</td>
<td>$79,571,542</td>
<td>$76,325,792</td>
<td>$70,325,414</td>
<td>$73,332,644</td>
</tr>
<tr>
<td>MLE RMSE</td>
<td>$79,516,780</td>
<td>$68,157,312</td>
<td>$66,129,189</td>
<td>$66,662,079</td>
</tr>
<tr>
<td>CvM RMSE</td>
<td>$102,185,795</td>
<td>$93,890,094</td>
<td>$85,334,514</td>
<td>$88,837,541</td>
</tr>
</tbody>
</table>

*NOTE: $c = 2^{(11/8)} \approx 2.59$

Table 2b: Truncated LogNormal SLA Estimates of Regulatory Capital (# sims=500):
MLE, CvM, OBRE (Optimal Tuning Parameter)

<table>
<thead>
<tr>
<th></th>
<th>0% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Both Tails (3% Each)</td>
<td>Left Tail</td>
<td>Right Tail</td>
<td>Left Tail</td>
</tr>
<tr>
<td>True SLA Capital</td>
<td>$180,486,144</td>
<td>$183,180,240</td>
<td>$175,278,136</td>
<td>$190,682,320</td>
</tr>
<tr>
<td>OBRE* Mean</td>
<td>$180,711,814</td>
<td>$191,912,540</td>
<td>$188,022,611</td>
<td>$196,549,866</td>
</tr>
<tr>
<td>MLE Mean</td>
<td>$201,471,561</td>
<td>$207,653,389</td>
<td>$203,560,697</td>
<td>$214,920,757</td>
</tr>
<tr>
<td>CvM Mean</td>
<td>$205,843,384</td>
<td>$215,660,029</td>
<td>$213,128,501</td>
<td>$222,407,560</td>
</tr>
</tbody>
</table>

**OBRE Closer v. MLE**

<table>
<thead>
<tr>
<th></th>
<th>$20,759,747</th>
<th>$15,740,849</th>
<th>$15,538,087</th>
<th>$18,370,891</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBRE* Mean %Difference from True</td>
<td>0.1%</td>
<td>4.8%</td>
<td>7.3%</td>
<td>3.1%</td>
</tr>
<tr>
<td>MLE Mean %Difference from True</td>
<td>11.6%</td>
<td>13.4%</td>
<td>16.1%</td>
<td>12.7%</td>
</tr>
<tr>
<td>CvM Mean %Difference from True</td>
<td>14.0%</td>
<td>17.7%</td>
<td>21.6%</td>
<td>16.6%</td>
</tr>
<tr>
<td>OBRE* % within +/- 50%</td>
<td>72.0%</td>
<td>70.0%</td>
<td>71.0%</td>
<td>76.0%</td>
</tr>
<tr>
<td>MLE % within +/- 50%</td>
<td>71.0%</td>
<td>73.0%</td>
<td>72.0%</td>
<td>74.0%</td>
</tr>
<tr>
<td>CvM % within +/- 50%</td>
<td>59.0%</td>
<td>64.0%</td>
<td>60.0%</td>
<td>64.0%</td>
</tr>
<tr>
<td>OBRE* RMSE</td>
<td>$133,209,674</td>
<td>$110,730,346</td>
<td>$116,252,565</td>
<td>$129,840,945</td>
</tr>
<tr>
<td>MLE RMSE</td>
<td>$140,551,905</td>
<td>$109,436,060</td>
<td>$111,794,444</td>
<td>$118,952,011</td>
</tr>
<tr>
<td>CvM RMSE</td>
<td>$318,935,475</td>
<td>$148,248,416</td>
<td>$151,366,218</td>
<td>$176,135,956</td>
</tr>
</tbody>
</table>

*NOTE: $c = 2^{(9/8)} \approx 2.18$
Table 2c: LogGamma SLA Estimates of Regulatory Capital (#sims=500): MLE, CvM, OBRE (Optimal Tuning Parameter and Weight Cut-off)

<table>
<thead>
<tr>
<th></th>
<th>0% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Both Tails (3% Each)</td>
<td>Left Tail</td>
<td>Right Tail</td>
<td>Left Tail</td>
</tr>
<tr>
<td>True SLA Capital</td>
<td>$366,309,627</td>
<td>$370,407,112</td>
<td>$353,009,568</td>
<td>$387,304,656</td>
</tr>
<tr>
<td>OBRE* Mean</td>
<td>$360,982,956</td>
<td>$383,677,976</td>
<td>$374,030,382</td>
<td>$385,136,237</td>
</tr>
<tr>
<td>MLE Mean</td>
<td>$415,025,578</td>
<td>$430,550,666</td>
<td>$420,202,603</td>
<td>$434,679,718</td>
</tr>
<tr>
<td>CvM Mean</td>
<td>$436,699,482</td>
<td>$460,516,168</td>
<td>$449,553,624</td>
<td>$465,199,876</td>
</tr>
<tr>
<td>OBRE* Closer v. MLE</td>
<td>$43,389,280</td>
<td>$46,872,690</td>
<td>$46,172,221</td>
<td>$45,206,643</td>
</tr>
<tr>
<td>OBRE* Mean %Difference from True</td>
<td>-1.5%</td>
<td>3.6%</td>
<td>6.0%</td>
<td>-0.6%</td>
</tr>
<tr>
<td>MLE Mean %Difference from True</td>
<td>13.3%</td>
<td>16.2%</td>
<td>19.0%</td>
<td>12.2%</td>
</tr>
<tr>
<td>CvM Mean %Difference from True</td>
<td>19.2%</td>
<td>24.3%</td>
<td>27.3%</td>
<td>20.1%</td>
</tr>
<tr>
<td>OBRE* % within +/- 50%</td>
<td>59.0%</td>
<td>71.0%</td>
<td>72.0%</td>
<td>76.0%</td>
</tr>
<tr>
<td>MLE % within +/- 50%</td>
<td>63.0%</td>
<td>75.0%</td>
<td>70.0%</td>
<td>78.0%</td>
</tr>
<tr>
<td>CvM % within +/- 50%</td>
<td>54.0%</td>
<td>62.0%</td>
<td>59.0%</td>
<td>63.0%</td>
</tr>
<tr>
<td>OBRE* RMSE</td>
<td>$222,205,047</td>
<td>$258,303,584</td>
<td>$252,743,932</td>
<td>$252,990,317</td>
</tr>
<tr>
<td>MLE RMSE</td>
<td>$271,095,454</td>
<td>$243,734,467</td>
<td>$233,682,773</td>
<td>$244,208,780</td>
</tr>
<tr>
<td>CvM RMSE</td>
<td>$331,448,466</td>
<td>$332,027,462</td>
<td>$310,337,566</td>
<td>$332,386,275</td>
</tr>
</tbody>
</table>

*NOTE: \( c = 2^{(19/8)} \approx 5.187 \), and weight inclusion criterion = \( W \geq 0.85 \)

Table 2d: Truncated LogGamma SLA Estimates of Regulatory Capital (#sims=500): MLE, CvM, OBRE (Optimal Tuning Parameter and Weight Cut-off)

<table>
<thead>
<tr>
<th></th>
<th>0% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
<th>6% Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Both Tails (3% Each)</td>
<td>Left Tail</td>
<td>Right Tail</td>
<td>Left Tail</td>
</tr>
<tr>
<td>True SLA Capital</td>
<td>$388,391,019</td>
<td>$392,310,056</td>
<td>$374,657,472</td>
<td>$409,562,640</td>
</tr>
<tr>
<td>OBRE* Mean</td>
<td>$407,008,482</td>
<td>$398,700,677</td>
<td>$389,956,403</td>
<td>$410,894,022</td>
</tr>
<tr>
<td>MLE Mean</td>
<td>$470,229,619</td>
<td>$470,391,969</td>
<td>$463,087,826</td>
<td>$479,560,215</td>
</tr>
<tr>
<td>CvM Mean</td>
<td>$524,605,463</td>
<td>$519,079,398</td>
<td>$509,418,297</td>
<td>$524,493,597</td>
</tr>
<tr>
<td>OBRE* Closer v. MLE</td>
<td>$63,221,137</td>
<td>$71,691,291</td>
<td>$73,131,423</td>
<td>$68,666,193</td>
</tr>
<tr>
<td>OBRE* Mean %Difference from True</td>
<td>4.8%</td>
<td>1.6%</td>
<td>4.1%</td>
<td>0.3%</td>
</tr>
<tr>
<td>MLE Mean %Difference from True</td>
<td>21.1%</td>
<td>19.9%</td>
<td>23.6%</td>
<td>17.1%</td>
</tr>
<tr>
<td>CvM Mean %Difference from True</td>
<td>35.1%</td>
<td>32.3%</td>
<td>36.0%</td>
<td>28.1%</td>
</tr>
<tr>
<td>OBRE* % within +/- 50%</td>
<td>56.0%</td>
<td>60.0%</td>
<td>66.0%</td>
<td>67.0%</td>
</tr>
<tr>
<td>MLE % within +/- 50%</td>
<td>63.0%</td>
<td>67.0%</td>
<td>66.0%</td>
<td>76.0%</td>
</tr>
<tr>
<td>CvM % within +/- 50%</td>
<td>50.0%</td>
<td>51.0%</td>
<td>54.0%</td>
<td>62.0%</td>
</tr>
<tr>
<td>OBRE* RMSE</td>
<td>$273,966,583</td>
<td>$237,477,157</td>
<td>$237,181,395</td>
<td>$272,922,481</td>
</tr>
<tr>
<td>MLE RMSE</td>
<td>$360,712,711</td>
<td>$237,737,636</td>
<td>$270,317,853</td>
<td>$311,345,233</td>
</tr>
<tr>
<td>CvM RMSE</td>
<td>$584,908,158</td>
<td>$393,702,817</td>
<td>$341,259,642</td>
<td>$440,805,965</td>
</tr>
</tbody>
</table>

*NOTE: \( c = 2^{(19/8)} \approx 5.187 \), and weight inclusion criterion = \( W \geq 0.85 \)
of MLE, although it sometimes was smaller (see Truncated LogGamma, Table 2d). In terms of
the percentage of estimates within 50% of the true value, OBRE and MLE are comparable.
Ways in which OBRE’s precision might be increased notably are discussed in following
sections.

It seems that while both OBRE and CvM are B-robust, when it comes to capital estimation the
tuning parameter of OBRE gives it a dramatic advantage, perhaps providing the key adaptability
that CvM lacks for estimation across very different severity distributions. As noted above in the
definition of OBRE, the tuning parameter is selected by the researcher: it is not a parameter
whose value is determined by the data sample at hand. In the simulations above, tuning
parameter value selection was handled by “backing into” optimal values knowing the true SLA
value ex ante. Informal robustness tests were then conducted ex post to provide an initial
assessment as to the feasibility of developing a fully data-driven process for estimating, rather
than choosing, the tuning parameter. This only would be viable if the value of $c$ ultimately
chosen is robust to initial parameter misspecification. Preliminary tests indicate that it is.

For the LogNormal and Truncated LogNormal, the values of $c$ chosen for Tables 2a-2b were
subsequently tested on data samples generated from distributions with both parameters a full
standard deviation away from the original parameters – in the same direction (for two
independent normally distributed parameters, the probability of this occurring is very small: $p <
0.03$). This created distributions with means $-115k / +160k$ smaller/larger, respectively, for
the LogNormal, and $-185 / +311k$ smaller/larger for the Truncated LogNormal. In both
cases, the original value of $c$ was chosen as the best $c$, indicating substantial robustness to initial
parameter misspecification. For these two distributions, these results bode well for the
development of a robust, fully data-driven estimation process for selecting the value of $c$, the
tuning parameter, as has been done for other robust estimators with tuning parameters (see for
example Hong and Kim (2001), Warwick (2004), Warwick and Jones (2004), and Wu et al.,
(2010)). And initial results from research currently under way are confirming this promise.

However, for the LogGamma and Truncated LogGamma, selecting the “optimal” tuning
parameter was not enough to mitigate the effects of Jensen’s inequality: something else was
needed. The information-laden OBRE weights are a natural place to turn to attempt to generate
SLA capital estimates with greater accuracy. One possibility is to first obtain OBRE weights on
the data points, and then reestimate OBRE excluding observations with weights below a certain
value, i.e. excluding those observations that deviate dramatically from the assumed distribution. Recall that weight values will change from sample to sample, because they are based on
deviations from the presumed distribution (which is different for each sample), not on an
arbitrary absolute value, or an arbitrary trimming requirement. Some samples will exclude no
observations based on this criterion, and others will exclude several.

To obtain the SLA capital estimates for the LogGamma and Truncated LogGamma in Tables 2,
2c and 2d, a process similar to that used with the tuning parameter was followed: the optimal
weight-exclusion value was found through simulation tests ex ante, and then tested for
robustness to initial parameter misspecification ex post (this typically required the exclusion of

33 The Root Mean Square Error (RMSE) simply is the square root of the Mean Square Error (MSE).
only one or two data points in a given sample; the actual weight values for the inclusion rules are noted in Tables 2a-2d). The results of this ex post testing showed less robustness to parameter misspecification than did the selection of the tuning parameter (shifting parameter values by only half a standard deviation, in the same direction, began to yield values of exclusion weight thresholds different from the “optimal” values). This indicates that, for these distributions, developing a fully data-driven procedure for estimating data exclusion weight criteria appears more challenging than doing the same for the tuning parameter alone. This research is currently under way.

The capital estimates shown for OBRE in Table 2 require selection of the tuning parameter, as well as, for very heavy-tailed distributions, judicious use of OBRE’s weights. Because neither of these selections is as yet fully data-driven, this should be considered research-in-progress, but the initial results on tuning parameter selection appear very promising and will be further developed. For the very heavy-tailed severity distributions, in addition to tuning parameter selection, use of either OBRE’s weights, or one of the proposed adjustments for Jensen’s inequality discussed below would be required to mitigate the bias caused by Jensen’s inequality.

7.3. Discussion: MLE Systematically Overstates Capital Requirements, Sometimes Dramatically

In addition to possible bias and inefficiency due to nonrobustness in the face of non-i.i.d. loss data, MLE-based quantile estimates are biased even under i.i.d. data due to Jensen’s inequality. As mentioned above, Jensen’s inequality states that a (strictly) convex function of a mean is less than or equal to the mean of the function after its (convex) transformation (and the opposite is true for concave functions). This is illustrated graphically in Figure 21 below.

---

34 Initial results of procedures that can span a wide range of tuning parameter values, and that utilize OBRE’s asymptotic variance to increase computational efficiency, are very promising.
Figure 21: Graphical Display of Jensen’s Inequality with Convex Function (right-skewed cdf)

This applies to quantile estimation of right skewed probability density functions (i.e. all loss severity distributions): if $\beta$ is a random variable (here, our severity distribution parameter estimates) and $g(\cdot)$ is a (strictly) convex function (here, our severity distribution cumulative distribution function), then $g(E[\beta]) < E[g(\beta)]$, and our quantile estimate (capital estimate) is biased upwards. The size of the MLE-based capital bias due to Jensen’s inequality is a function of how convex is the function being applied to the data: the more convex is the function, the larger the bias. In this setting, the convexity of the right-skewed, heavy-tailed cumulative distribution function (cdf) of the severity distribution is a function of three things: a) the size of the quantile (the larger the quantile, the greater the convexity and the bias); b) for a given quantile, the thickness of the tail for a given severity distribution (the heavier the tail, the greater the convexity and the bias); and c) the size of the variance of the parameter estimate (which is a function of the size of the sample of loss data for that unit of measure: the larger the sample, the smaller the variance and the smaller the convexity and the bias).
Figure 22: Bias in Capital Estimates Due to Jensen’s Inequality by Severity Distribution by Quantile by Unit of Measure Sample Size

Truncated LogNormal ($\mu = 11, \sigma = 2$)  

Truncated LogGamma ($a = 35.5, b = 3.25$)

Figure 22 shows the magnitude, in both absolute and percentage terms, of the MLE-based capital bias due to Jensen’s inequality by the severity distribution used; by the number of losses in the unit of measure sample; and by the size of the quantile (for regulatory capital, $\alpha = 99.9\%$tile and for economic capital, $\alpha = 99.97\%$tile with, conservatively and arbitrarily, $\lambda = 25$; the typically larger values of $\lambda$ for most banks will yield much larger quantiles, and thus, much larger bias due to Jensen’s inequality). A summary table is provided in Table 3 below, and complete backup tables to Table 3 and Figure 22 are shown in Appendix 4.\footnote{These results represent calculations based on very extreme quantiles, and as such numerical precision issues related to the particular statistical software platform and the specific estimation algorithms used can, and as a general rule do, affect the results. These numbers all were generated using SAS®, within which multiple parameter estimation procedures (Proc Severity and Proc NLMixed) produced nearly identical results. When these calculations were reproduced and validated using R as a secondary check, “true” capital calculations were virtually identical, but for the means of the estimated capital, noticeable, though still relatively modest deviations occurred. Across all estimated means shown in Appendix 4, the mean of}
bias, so for very large units of measure this effect probably is not material. On the other hand, for most units of measure which do not have large samples of loss data, the vast majority of the severity distributions in use, including the truncated LogNormal and truncated LogGamma, have tails that easily are thick enough to cause very sizeable bias in the capital estimates. In absolute terms, inflated capital estimates due to this bias can be hundreds of millions of dollars higher than the true capital required. And of course, the largest effect on the size of the bias is the size of the quantile: bias for economic capital is dramatically larger than that of regulatory capital, with the former sometimes over a billion dollars for large banks with large \( \lambda \). And recall that this number refers to only one unit of measure out of what typically are dozens estimated for any given bank.

So why has this well established analytical result (proved in 1906; see Jensen, 1906) not been identified as relevant to this estimation problem until now? We believe there are several possible reasons:

1. When examining the issue of the statistical estimation of severity distribution parameters, many operational risk researchers have focused exclusively on the statistical properties of the parameters without regard to the final and most important step: using those parameter estimates to estimate capital requirements.

2. Of those researchers who have examined capital distributions, most have done so using a relatively low regulatory capital quantile of the aggregate loss distribution (see Mignola & Ugoccioni (2006), who use a quantile based on very few loss events (e.g. \( \lambda = 10 \)) which, all else equal, is a lower quantile on the aggregate loss distribution of a single loss than for larger values of \( \lambda \)). However, for most severity distributions, higher quantiles are needed to achieve sufficient convexity in the cdf to actually notice the capital estimate bias due to Jensen’s inequality. The magnitude of these quantiles, however, are well within the range of what must be used by banks in practice (e.g. \( \lambda = 25 \) to 100 used in this study corresponds to a very reasonable range of sample sizes for typical units of measure).

the absolute deviations was less than 2%, the median of the absolute deviations was 1.6%, the standard deviation of the absolute deviations was 1.6%, and the interquartile range of the absolute deviations was 1.7%. These SAS® vs. R deviations were very similar to those produced merely by altering random number generation seeds, the corresponding numbers for two runs of which were 1.2%, 0.7%, 1.1%, and 1.3%, respectively.

36 We have been unable to find any reference to Jensen’s inequality, directly or indirectly vis-à-vis mention of bias in MLE-based capital estimates, in the operational risk quantification and measurement literature.
Table 3: Summary Table of MLE-based Capital Estimate Bias due to Jensen's Inequality: Bias based on the Mean of SLA Capital Estimates (#sims = 1,000)

<table>
<thead>
<tr>
<th>Capital Requirement:</th>
<th>Truncated LogNormal (Mu=11, Sig=2)</th>
<th>Truncated LogGamma (a=35.5, b=3.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulatory = 0.9990</td>
<td>LogNormal H = 10k</td>
<td>LogGamma H = 10k</td>
</tr>
<tr>
<td>Economic = 0.9997</td>
<td>(Mu=11, Sig=2)</td>
<td>(a=35.5, b=3.25)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>True Required Capital</th>
<th>MLE Overshoot Bias a la Jensen's Inequality</th>
<th>% Overshoot Bias a la Jensen's Inequality</th>
</tr>
</thead>
<tbody>
<tr>
<td>VaR Quantile, alpha</td>
<td>Lambda</td>
<td></td>
<td>$170,316,732</td>
<td>$189,116,361</td>
<td>$366,314,579</td>
</tr>
<tr>
<td>150</td>
<td>0.999</td>
<td>25</td>
<td>$555,258,263</td>
<td>$610,623,698</td>
<td>$1,816,149,861</td>
</tr>
<tr>
<td>250</td>
<td>0.999</td>
<td>25</td>
<td>$14,136,149</td>
<td>$34,469,523</td>
<td>$72,059,870</td>
</tr>
<tr>
<td>500</td>
<td>0.999</td>
<td>25</td>
<td>$5,852,122</td>
<td>$21,479,420</td>
<td>$41,724,493</td>
</tr>
<tr>
<td>1,000</td>
<td>0.999</td>
<td>25</td>
<td>$1,838,248</td>
<td>$6,629,785</td>
<td>$15,997,643</td>
</tr>
</tbody>
</table>

3. Generating capital distributions forces practitioners to face the unpleasant reality that the variance of the capital distribution, regardless of the estimator used, is typically so large for many units of measure that the 95% confidence interval on the mean capital estimate approaches zero for the lower limit, and can be multiples of the mean capital estimate for the upper limit.\(^\text{37}\) The tremendous width of such confidence intervals on estimated capital highlight the importance of the third statistical criterion previously mentioned – efficiency (precision), in

\(^{37}\) Cope et al. (2009) discuss regulatory capital estimates using the Böcker and Klüppelberg (2005) single loss approximation for the case of a LogNormal(10, 2) severity distribution with 10 and 100 losses per year. With 10 losses per year, the capital estimate is 37.4 million with a 95% confidence interval that is 100 million wide. Assuming 100 losses per year, the capital estimate is 111.5 million with a 95% confidence interval that is 355 million wide. Note that this single loss approximation does not include a mean adjustment term.
addition to accuracy (unbiasedness) and robustness, of the capital distribution, and not of the distribution of the parameter estimates per se.

Alas, if researchers are not focusing on the most important distribution – the capital distribution – when assessing the utility of an estimator, they will miss the forest for the trees, and will not only fail to solve the capital efficiency problem, but also remain completely unaware of the material upward bias on capital that is induced by Jensen’s inequality. As an empirical matter, both can be very large issues posing serious problems for capital estimation, and yet the former has been virtually completely ignored to date, while the latter has gone undetected in both the operational risk measurement literature and in its commercial application. Addressing both of these issues must be an important line of additional research if capital estimates in this setting, regardless of the estimator used, are to have any real utility in shaping the strategic choices and business decisions faced by a financial institution.

7.4. Practical Solutions to the Systematic Overstatement of Operational Risk Capital with MLE Severity Modeling

There are several approaches that may be able to address the material upward bias in operational risk capital estimates that is induced by Jensen’s inequality. The operational risk practitioner who must regularly generate estimates of regulatory and economic capital may consider the following possibilities:

1. Qualitative adjustment: Reduce the magnitude of other upwards adjustments to capital estimates (based on management judgment or other qualitative post-modeling adjustments) to account for the built-in conservatism of capital estimates resulting from MLE-based severity models. Justifying the ad hoc nature of this approach may be challenging, and it leaves unaddressed the problem of the inefficiency of capital estimates.

2. Quantitative adjustment: Apply bias adjustment methodologies from other empirical models to the capital estimation problem. Analytic adjustments to either the raw-scale capital, or after applying a non-linear transformation, are described by a number of authors (see Kennedy, 1981, 1983; Goldberger, 1968; and Miller, 1984). Duan (1983) describes a simulation based approach to bias adjustment for the log transformation. We are not aware of applications of such methods to the problem of bias adjustment in operational risk capital estimation, but research on this application is currently underway by these authors.

3. Robust estimation: Aside from the OBRE estimator discussed here, we are unaware of other methods that simultaneously address the systematic upward bias related to Jensen’s inequality, at least in part, while remaining reasonably efficient and reasonably robust when confronted with non-textbook, non-i.i.d. data, AND are applicable to truncated severity distributions. The initial results of this study indicate that OBRE as it stands has the potential to accomplish this on severity
distributions that are not very heavy-tailed. However, for very heavy-tailed distributions, the impact of Jensen’s inequality in the context of operational risk capital estimation appears to be such that even OBRE requires an explicit, additional adjustment to mitigate it. The form of that adjustment, used simultaneously with OBRE to appropriately achieve robustness, also is the subject of ongoing research by these authors, and may include one of the above-mentioned methods, or an innovative use of OBRE weights as was done on a preliminary basis in this study.

8. Summary and Future Directions

We have shown analytically, via derivation of the appropriate Influence Functions, that the MLE estimator of severity distribution parameters is i) non-robust; and ii) extremely sensitive not only to large losses, but also to small losses. Dealing with a data collection threshold via truncation exacerbates this non-robustness, as shown by the derived Influence Functions for truncated distributions, as it either induces or augments correlation of the parameters of the severity distribution (depending on whether it existed before truncation). The Influence Functions conclusively show that the size of the threshold strongly influences the magnitude of these effects. Finally, the same derivations also definitively explain the sometimes counterintuitive and perplexing behavior of MLE estimators under truncation that has been reported in the simulation results of other authors (for example, see Cope (2011)).

However, these parameter estimates only are used in this setting for the purpose of estimating a high quantile of the severity distribution, which is essentially the capital estimate. So while all of these aforementioned effects are important, and do affect the capital distribution, the distributions of the severity parameter estimates themselves are not the endgame: the capital distribution is, and if the latter is ignored because all the research focus is placed on the properties of the parameter estimates, researchers and practitioners will miss very important issues limiting the current statistical framework’s ability to provide good capital estimates. One of these is upward bias in capital estimates due to Jensen’s inequality, and another is the extreme inefficiency of the capital distribution, regardless of the severity distribution estimator being used.

In addition to exposing the inability of MLE to provide a capital estimate that is accurate, robust, and efficient, the second objective of this study has been to begin to develop an estimator that possesses the first two of these three characteristics. OBRE appears to be a promising candidate for this, but as it stands it is no more efficient than MLE vis-à-vis the capital distribution. We believe that additional data is required to achieve variance reduction, and thus, efficiency and statistical power, without sacrificing robustness or accuracy. One approach that may be able to accomplish this is OBRE regression. Such a multivariate approach could utilize the additional loss characteristics, at least on internal losses, that currently are going unused in this estimation exercise as covariates in a (robust) regression. The OBRE methodology described above is fully generalizable to the multivariate setting (for example, see Cantoni and Ronchetti (2006), Carroll and
Ruppert (1988), Farcomeni (2010), Kunsch, et al. (1989), and Victoria-Feser (2002)), so there is no reason why researchers could not turn to this framework to utilize the additional information on internal loss data as regression covariates. We present a very simplified and stylized example below for purposes of discussion.

Suppose that two units of measure for the Clients, Products, and Business Processes (CPBP) event type have been determined. Assume that they differ primarily in the size of their losses, but not in their severity distribution family: both are roughly LogNormal, but the one with larger losses has a larger \( \mu \), while the one with smaller losses has a smaller \( \mu \), and assume that both units of measure have approximately the same \( \sigma \). To make the example concrete, assume that one unit of measure consists of losses in North America, and the other unit of measure includes losses incurred outside North America.\(^{38}\) These two units of measure could be combined into a single unit of measure, thus doubling degrees of freedom and dramatically increasing estimation precision, if an OBRE regression with a region dummy variable was used. The \( \mu \) would be allowed to vary by the value of the dummy covariate, but the \( \sigma \) would be restricted: we therefore increase estimation precision without sacrificing the homogeneity of the unit of measure, and neither do we sacrifice the accuracy or robustness of the parameter estimate or the capital estimate.

So the overall goal of this line of research would be to develop an estimation method that provides superior performance on all three characteristics of the capital distribution: better accuracy, better robustness, and better efficiency. We began to address the first two in this study, and OBRE appears to be the most promising candidate moving forward. Further research on this front is focused on finalizing a method of estimating rather than choosing OBRE’s tuning parameter and, under very heavy-tailed severity distributions, the most appropriate method for mitigating the biasing effects of Jensen’s inequality. Removing any subjectivity from the determination of the value of the tuning parameter obviously is key to OBRE’s utilization in this setting. Once this is accomplished, we then hope to implement these methods with an OBRE regression to obtain better efficiency in the capital distribution as well.

9. Conclusion

The final determinants of an estimator’s utility for the purpose of estimating the parameters of the severity distribution should be the characteristics of the operational risk capital distribution: its accuracy (unbiasedness), robustness, and precision (efficiency). Characteristics of the distribution of the estimator itself are important, and certainly impact the characteristics of the capital distribution, but they are not the ultimate objective. The operational risk measurement literature to date has failed to focus on the characteristics of capital estimates, and as a consequence, it has missed very fundamental,\(^{38}\) Cope (2010) documents a loss scaling effect in which CPBP losses are systematically larger in countries that permit class action litigation.
long-proven analytical results that dramatically affect and limit the ability of the current statistical framework to provide “good” capital estimates. One such example identified and demonstrated herein is the material upward bias caused by Jensen’s inequality, which can be extremely large and translate into large amounts of capital that banks are unnecessarily “leaving on the table” if capital estimates are computed with MLE-based severity parameter estimates. This ultimately can distort important business decisions by understating risk adjusted rates of return (RAROC). We believe that part of the reason this has been missed, in fact, is related directly to the failure of researchers and practitioners to focus on the capital distribution. The near exclusive focus on the properties of the estimated severity parameters has left another paramount issue essentially ignored: the extreme inefficiency of the distribution of capital estimates, regardless of the estimator in use. As a consequence, methods that may be able to at least partially address this inefficiency, such as multivariate approaches like OBRE regression, also have been ignored.

The goal of this study was twofold:

1. To identify the limitations of MLE for estimating operational risk capital by showing, via both analytic derivation and simulation, that under the actual data conditions encountered in real-world operational losses, MLE severity modeling is neither an accurate, nor a robust, nor a precise estimator of capital requirements; and

2. To begin to develop an alternative estimation approach that is superior in terms of accuracy and robustness.

We believe the OBRE approach shows great promise here, although as described above additional work must be done to develop a fully data-driven estimation process utilizing it. We believe a promising approach that can simultaneously address the need for greater efficiency in the estimation of the capital distribution is an OBRE regression, but we have left this, too, for future study.
Appendix 1. Derivation of MLE Estimators of LogNormal Parameters

Assuming an i.i.d. sample of \( n \) loss observations \( x_i, x_2, \ldots, x_n \) from the LogNormal distribution

\[
f(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi} \sigma x} e^{-\frac{1}{2} \left( \frac{\ln(x) - \mu}{\sigma} \right)^2}
\]

and

\[
F(x; \mu, \sigma) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\ln(x) - \mu}{\sqrt{2\sigma^2}} \right) \right]
\]

for \( 0 < x < \infty \) and \( 0 < \sigma < \infty \),

we maximize the objective function \( \hat{l}(\theta | x) = \sum_{i=1}^{n} \ln[f(x_i | \mu, \sigma)] \) by finding \( \hat{\mu} \) such that

\[
\frac{\partial \hat{l}(\theta | x)}{\partial \mu} = 0
\]

and by finding \( \hat{\sigma} \) such that

\[
\frac{\partial \hat{l}(\theta | x)}{\partial \sigma} = 0
\]

\[
\hat{l}(\theta | x) = \sum_{i=1}^{n} \ln[f(x_i | \mu, \sigma)]
\]

\[
= \sum_{i=1}^{n} \ln(1) - \ln(\sqrt{2\pi}\sigma x_i) - \frac{1}{2} \left( \frac{\ln(x_i) - \mu}{\sigma} \right)^2
\]

\[
= \sum_{i=1}^{n} \ln(\sqrt{2\pi}) - \ln(\sigma) - \ln(x_i) - \frac{\ln(x_i) - \mu}{2\sigma^2} \quad \text{and} \quad \frac{\partial \hat{l}(\theta | x)}{\partial \mu} = \sum_{i=1}^{n} \frac{\partial}{\partial \mu} \left( - \frac{\ln(x_i) - \mu}{2\sigma^2} \right) = \sum_{i=1}^{n} \frac{2\ln(x_i) - \mu}{2\sigma^2} = \sum_{i=1}^{n} \frac{\ln(x_i) - \mu}{\sigma^2}
\]

\[
0 = - \frac{n \mu}{\sigma^2} + \frac{1}{\sigma} \sum_{i=1}^{n} \ln(x_i)
\]

\[
n \mu = \sum_{i=1}^{n} \ln(x_i) \quad \text{so} \quad \hat{\mu}_{MLE} = \frac{\sum_{i=1}^{n} \ln(x_i)}{n}
\]

and
When the log-likelihood cannot be simplified to obtain closed-form algebraic solutions as above, numerical methods often can be used to obtain its maximum. For example, for the parameters of the Generalized Pareto Distribution, Grimshaw (1993) used a reparameterization to develop a numerical algorithm that obtains MLE estimates. Similarly, for the LogGamma distribution, Bowman and Shenton (1983, 1988) provide numerical methods to obtain MLE parameter estimates. For heavy-tailed severity distributions used in this setting (and generally), the use of numerical methods to obtain MLE estimates of distributional parameters is the rule rather than the exception, so MLE proponents cannot use this as an objection to other methods of estimation that rely on numerical methods (like OBRE).

**Appendix 2. Influence Function Derivations for MLE Estimators of GPD Parameters**

The two-parameter Generalized Pareto Distribution is specified with

\[
f(x; \epsilon, \beta) = \frac{1}{\beta} \left[ 1 + \epsilon \frac{x}{\beta} \right]^{-\frac{1}{\epsilon}}
\]

and

\[
F(x; \epsilon, \beta) = 1 - \left[ 1 + \epsilon \frac{x}{\beta} \right]^{-\frac{1}{\epsilon}}
\]

assuming \( \epsilon \ge 0 \), for \( 0 \le x < \infty \); \( 0 < \beta < \infty \); \( 0 \le \epsilon < \infty \) \( (A3) \)

Its first and second order partial derivatives are below.

\[
\frac{\partial}{\partial \beta} f(x; \beta, \epsilon) = -\frac{1}{\beta} \left[ \frac{\beta - x}{\beta + \epsilon x} \right] f(x; \beta, \epsilon)
\]

\( (A4) \)
\[ \frac{\partial}{\partial \varepsilon} f(x, \beta, \varepsilon) = \left[ \frac{-x(1+\varepsilon)}{\beta \varepsilon + \varepsilon^2 x} + \frac{\ln \left( \frac{1+\varepsilon \beta}{\beta} \right)}{\varepsilon^2} \right] f(x, \beta, \varepsilon) \]  

(A5)

\[ \frac{\partial^2}{\partial \beta^2} f(x, \beta, \varepsilon) = \left[ \frac{1}{\beta^2} - \frac{x(1+\varepsilon)(2\beta + \varepsilon \beta x)}{(\beta^2 + \beta \varepsilon x)^2} \right] + \frac{1}{\beta^3} \left[ \frac{\beta - x}{(\beta + \varepsilon x)^2} \right]^2 f(x, \beta, \varepsilon) \]  

(A6)

\[ \frac{\partial^2}{\partial \varepsilon \beta} f(x, \beta, \varepsilon) = \left[ \frac{x \beta + 2\varepsilon x^2 + \varepsilon^2 x^2}{(\beta \varepsilon + \varepsilon^2 x)^2} + \frac{x}{(\beta + \varepsilon x)\varepsilon^2} - \frac{2\ln \left( \frac{1+\varepsilon \beta}{\beta} \right)}{\varepsilon^2} \right] \]  

\[ + \left[ \frac{-x(1+\varepsilon)}{\beta \varepsilon + \varepsilon^2 x} + \frac{\ln \left( \frac{1+\varepsilon \beta}{\beta} \right)}{\varepsilon^2} \right] f(x, \beta, \varepsilon) \]  

(A7)

\[ \frac{\partial}{\partial \varepsilon} f(x, \beta, \varepsilon) = \left[ \frac{-1}{\beta} \left( \frac{\beta - x}{\beta + \varepsilon x} \right) \right] \left[ \frac{-x(1+\varepsilon)}{\beta \varepsilon + \varepsilon^2 x} + \frac{\ln \left( \frac{1+\varepsilon \beta}{\beta} \right)}{\varepsilon^2} \right] \]  

\[ + \left[ \frac{x \varepsilon(1+\varepsilon)}{\beta \varepsilon + \varepsilon^2 x} - \frac{x}{\beta \varepsilon (\beta + \varepsilon x)} \right] f(x, \beta, \varepsilon) \]  

(A8)

So for \( \text{IF}_{\theta}(x; T) = A(\theta)^{-1} \phi \)

\[ \phi = \begin{bmatrix} -h \frac{\partial \phi_{\theta_i}}{\partial \theta_1} dF(y) - h \frac{\partial \phi_{\theta_i}}{\partial \theta_2} dF(y) \end{bmatrix} \begin{bmatrix} \phi_{\theta_i} \end{bmatrix}^{-1} \]

\[ \phi \] are

\[ \phi = \begin{bmatrix} \phi_0 \\ \phi_1 \\ \phi_2 \end{bmatrix} = \begin{bmatrix} \frac{\partial \rho(x, \theta)}{\partial \beta} \\ \frac{\partial \rho(x, \theta)}{\partial \varepsilon} \\ \frac{\partial \rho(x, \theta)}{\partial \zeta} \end{bmatrix} = \begin{bmatrix} \frac{1}{\beta} \left( \frac{\beta - x}{\beta + \varepsilon x} \right) \left( -x(1+\varepsilon) + \frac{\ln \left( \frac{1+\varepsilon \beta}{\beta} \right)}{\varepsilon^2} \right) \right] \]  

(A9)

and the terms of the Fisher information \( A(\theta) \) are

\[ -\int_0^\infty \frac{\partial \phi_{\varepsilon}}{\partial \varepsilon} dF(x) = -\int_0^\infty \left[ \frac{x \beta + 2\varepsilon x^2 + \varepsilon^2 x^2}{(\beta \varepsilon + \varepsilon^2 x)^2} + \frac{x}{(\beta + \varepsilon x)\varepsilon^2} - \frac{2\ln \left( \frac{1+\varepsilon \beta}{\beta} \right)}{\varepsilon^2} \right] f(x) dx \]  

(A10)
\[
-\int_0^\infty \frac{\partial \phi(x)}{\partial \beta} dF(x) = -\int_0^\infty \left[ \frac{1}{\beta^2} - \frac{x(1+\varepsilon)(2\beta + \varepsilon x)}{(\beta^2 + \beta \varepsilon x)^2} \right] f(x) dx
\]

(A11)

\[
-\int_0^\infty \frac{\partial \phi(x)}{\partial \varepsilon} dF(x) = -\int_0^\infty \left[ \frac{x}{\beta \varepsilon (\beta + \varepsilon x)} - \frac{\varepsilon x(1+\varepsilon)}{(\beta \varepsilon + \varepsilon^2 x)^2} \right] f(x) dx
\]

(A12)

Note that parameter correlation is indicated by non-zero off-diagonal terms. The above IF must be solved numerically, and as shown above in Section 4.5, it is validated by a matching EIF (n = 250). However, note that Ruckdeschel and Horbenko (2010) provide a convenient simplification of the expression for the inverse of the Fisher information in (A13); when implemented, it matches the above exactly, thus providing further validation of the broader framework provided in this paper for IF derivation across severity distributions.

\[
A(\theta)^{-1} = (1+\xi) \begin{bmatrix} 1 + \xi & -\beta \\ -\beta & 2\beta^2 \end{bmatrix}
\]

(A13)

**Appendix 3. Influence Function Derivations for MLE Estimators of Truncated LogGamma and Truncated GPD Parameters**

The first and second order partial derivatives of the cdf of the Truncated LogGamma are listed below (those of the pdf are listed in Section 4.5).

\[
\frac{\partial F(H;a,b)}{\partial a} = \int_0^\mu \left[ \ln(b) + \ln(y) - \text{digam}(a) \right] f(y;a,b) dy
\]

(A14)

\[
\frac{\partial F(H;a,b)}{\partial b} = \int_0^\mu \left[ \frac{a}{b} - \ln(y) \right] f(y;a,b) dy
\]

(A15)

\[
\frac{\partial^2 F(H;a,b)}{\partial a^2} = \int_0^\mu \left[ \left( \ln(b) + \ln(y) - \text{digam}(a) \right)^2 - \text{trigamma}(a) \right] f(y;a,b) dy
\]

(A16)

\[
\frac{\partial^2 F(H;a,b)}{\partial b^2} = \int_0^\mu \left[ \frac{a(a-1)}{b^2} - \frac{2a\ln(y)}{b} + \left( \ln(y) \right)^2 \right] f(y;a,b) dy
\]

(A17)
\[
\frac{\partial F(H; a, b)}{\partial a \partial b} = H \left[ \frac{1}{b} + \left( \ln(b) + \ln(\ln(b)) - \text{digamma}(a) \right) \times \left( \frac{a}{b} - \ln(y) \right) \right] f(y; a, b) dy \tag{A18}
\]

So for \( IF_\theta(x; \theta, T) = A(\theta)^{-1} \), the terms of \( \varphi \) are

\[
\varphi = \begin{bmatrix} \varphi_a \\ \varphi_b \end{bmatrix} = \begin{bmatrix} -\frac{\partial f(x, \theta)}{\partial a} f(x, \theta) \\ -\frac{\partial f(x, \theta)}{\partial b} f(x, \theta) \end{bmatrix} = \begin{bmatrix} -\frac{\partial \varphi_a}{\partial a} dG(y) \\ -\frac{\partial \varphi_a}{\partial b} dG(y) \end{bmatrix}^{-1}
\]

\[
\begin{bmatrix} -\left[ \ln(b) + \ln(\ln(y)) - \text{digamma}(a) \right] - \int^H_1 \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right] f(x; a, b) dx \\ -\left[ \frac{a}{b} - \ln(y) \right] - \int^H_1 \left[ \frac{a}{b} - \ln(y) \right] f(x; a, b) dx \end{bmatrix}
\]

\[
1 - F(H; \mu, \sigma)
\]

and the terms of the Fisher information \( A(\theta) \) are

\[
-\int^\infty_H \frac{\partial \varphi_a}{\partial a} dG(x) = - \text{trigamma}(a) + \frac{\left[ \int^H_1 \ln(b) + \ln(\ln(x)) - \text{digamma}(a) f(x) dx \right]^2}{1 - F(H; a, b)}
\]

\[
+ \frac{\left[ 1 - F(H; a, b) \right] \left[ \int^H_1 \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right] f(x) dx \right]^2}{1 - F(H; a, b)}
\]

\[
-\int^\infty_H \frac{\partial \varphi_a}{\partial b} dG(x) = - \frac{a}{b^2} + \frac{\left[ \int^H_1 a - \ln(y) f(x) dx \right]^2}{1 - F(H; a, b)}
\]

\[
+ \frac{\left[ 1 - F(H; a, b) \right] \left[ \int^H_1 a - \ln(y) f(x) dx \right]^2}{1 - F(H; a, b)}
\]

\[
-A(\theta) = \begin{bmatrix} -\frac{\partial f(x, \theta)}{\partial a} f(x, \theta) \\ -\frac{\partial f(x, \theta)}{\partial b} f(x, \theta) \end{bmatrix} = \begin{bmatrix} -\frac{\partial \varphi_a}{\partial a} dG(y) \\ -\frac{\partial \varphi_a}{\partial b} dG(y) \end{bmatrix}^{-1}
\]

\[
\begin{bmatrix} -\left[ \ln(b) + \ln(\ln(y)) - \text{digamma}(a) \right] - \int^H_1 \left[ \ln(b) + \ln(\ln(x)) - \text{digamma}(a) \right] f(x; a, b) dx \\ -\left[ \frac{a}{b} - \ln(y) \right] - \int^H_1 \left[ \frac{a}{b} - \ln(y) \right] f(x; a, b) dx \end{bmatrix}
\]

\[
1 - F(H; \mu, \sigma)
\]
\[-\int_0^\infty \frac{\partial \varphi_a}{\partial b} dG(x) = -\int_0^\infty \frac{\partial \varphi_a}{\partial a} dG(x) = \frac{1}{b} + \frac{[1-F(H;a,b)] \cdot \frac{1}{b} \cdot F(H;a,b)}{[1-F(H;a,b)]^2} + \]
\[
\frac{[1-F(H;a,b)] \cdot \int_1^\infty \left[ \ln(b) + \ln\left(\ln(x)\right) - \text{digamma}(a) \right] \cdot \left[ \frac{a}{b} - \ln(x) \right] f(x)dx}{[1-F(H;a,b)]^2} + \]
\[
\int_0^\infty \ln(b) + \ln\left(\ln(x)\right) - \text{digamma}(a) f(x)dx \int_1^\infty \left[ \frac{a}{b} - \ln(x) \right] f(x)dx \]

The above IF must be solved numerically. Note that parameter correlation is indicated by non-zero off-diagonal terms.

The first and second order partial derivatives of the cdf of the Truncated GPD are listed below (those of the pdf are listed in Appendix 2).

\[
\frac{\partial F(H;\beta,\varepsilon)}{\partial \beta} = \int_0^\infty -\frac{1}{\beta} \left[ \frac{\beta - x}{\beta + \varepsilon x} \right] f(x;\beta,\varepsilon)dx
\]

\[
\frac{\partial F(H;\beta,\varepsilon)}{\partial \varepsilon} = \int_0^\infty \left[ -\frac{x(1+\varepsilon)}{\beta \varepsilon + \varepsilon^2 x} + \frac{\ln\left(\frac{1+\varepsilon x}{\beta}\right)}{\varepsilon^2} \right] f(x;\beta,\varepsilon)dx
\]

\[
\frac{\partial^2 F(H;\beta,\varepsilon)}{\partial \beta^2} = \int_0^\infty \left[ \frac{1}{\beta^2} - \frac{x(1+\varepsilon)(2\beta + \varepsilon x)}{(\beta^2 + \varepsilon x)^2} \right] + \frac{1}{\beta^2} \left[ \frac{\beta - x}{\beta + \varepsilon x} \right]^2 f(x;\beta,\varepsilon)dx
\]

\[
\frac{\partial^2 F(H;\beta,\varepsilon)}{\partial \varepsilon^2} = \int_0^\infty \left[ \frac{x \varepsilon + 2x^2 + \varepsilon^2 x^2}{(\beta \varepsilon + \varepsilon^2 x)^2} + \frac{x}{(\beta + \varepsilon x)\varepsilon^2} - \frac{2\ln\left(\frac{1+\varepsilon x}{\beta}\right)}{\varepsilon^2} \right] + \left( -\frac{x(1+\varepsilon)}{\beta \varepsilon + \varepsilon^2 x} + \frac{\ln\left(\frac{1+\varepsilon x}{\beta}\right)}{\varepsilon^2} \right)^2 f(x;\beta,\varepsilon)dx
\]
\[
\frac{\partial F(H; \beta, \varepsilon)}{\partial \beta} = \int_0^\mu \left[ -\frac{1}{\beta} \left( \frac{\beta - x}{\beta + \varepsilon x} \right) \right] \left[ -x(1+\varepsilon) + \frac{\ln \left( 1 + \frac{\varepsilon x}{\beta} \right)}{\varepsilon^2} \right] \left[ \frac{\varepsilon(1+\varepsilon)}{(\beta \varepsilon + \varepsilon^2 x)^2} - \frac{x}{\beta \varepsilon (\beta + \varepsilon x)} \right] f(x; \beta, \varepsilon) \, dx
\]

(A27)

So for \( IF_\theta(x, \theta, T) = A(\theta)^{-1} \varphi_\theta \)

\[
= \left[ \begin{array}{c}
\varphi_{\beta} \\
\varphi_\xi
\end{array} \right] = \left[ \begin{array}{c}
\varphi_{\beta} \\
\varphi_\xi
\end{array} \right] = \left[ \frac{\partial \varphi_{\beta}}{\partial \beta} \right] f(x, \theta) = \left[ \frac{\partial \varphi_{\xi}}{\partial \xi} \right] f(x, \theta)
\]

and the terms of the Fisher information \( A(\theta) \) are

\[
-\int_0^\mu \frac{\partial \varphi_{\varepsilon}}{\partial \varepsilon} dG(x) = -\frac{1}{1 - F(H; \beta, \varepsilon)} \int_0^\mu \left[ \frac{\varepsilon x + 2\varepsilon x^2 + \varepsilon^2 x^2}{(\beta \varepsilon + \varepsilon^2 x)^2} + \frac{x}{(\beta + \varepsilon x) \varepsilon^2} - \frac{2\ln \left( 1 + \frac{\varepsilon x}{\beta} \right)}{\varepsilon^3} \right] f(x) \, dx
\]
\[
\left\{ H \left[ \frac{-x(1+\varepsilon)}{\beta e + e^2 x} + \ln \frac{1+\varepsilon x}{\beta e} \right] \right\}^2 \left[ 1 - F(H;\beta,\varepsilon) \right]^2
\]

\[
+ \frac{\int_0^H \left[ x\beta + 2\varepsilon x^2 + \varepsilon^2 x^2 \right] \left[ \frac{-x(1+\varepsilon)}{\beta e + e^2 x} + \ln \frac{1+\varepsilon x}{\beta e} \right] f(x;\beta,\varepsilon) dx}{\left[ 1 - F(H;\beta,\varepsilon) \right]^2}
\]

\[
[1 - F(H;\beta,\varepsilon)] \int_0^H \left[ \frac{-x(1+\varepsilon)}{\beta e + e^2 x} + \ln \frac{1+\varepsilon x}{\beta e} \right] f(x;\beta,\varepsilon) dx
\]

\[
+ \frac{\int_0^H \left[ x(2\beta + \varepsilon x) \right] \left[ \frac{-x(1+\varepsilon)}{\beta e + e^2 x} + \ln \frac{1+\varepsilon x}{\beta e} \right] f(x;\beta,\varepsilon) dx}{\left[ 1 - F(H;\beta,\varepsilon) \right]^2}
\]

(A29)

\[
- \int_0^\infty \frac{\partial \varphi_\beta}{\partial \beta} dG(x) = -\frac{1}{[1 - F(H;\beta,\varepsilon)]} \int_0^H \frac{1}{\beta e} \left[ \beta^2 - \frac{x(1+\varepsilon)(2\beta + \varepsilon x)}{(\beta + \varepsilon x)^2} \right] f(x) dx
\]

\[
+ \left[ 1 - F(H;\beta,\varepsilon) \right] \int_0^H \left[ \beta - \frac{x}{\beta e + e^2 x} \right]^2 \left[ \frac{-x(1+\varepsilon)}{\beta e + e^2 x} + \ln \frac{1+\varepsilon x}{\beta e} \right] f(x;\beta,\varepsilon) dx
\]

(A30)

\[
- \int_0^\infty \frac{\partial \varphi_\varepsilon}{\partial \varepsilon} dG(x) = -\int_0^\infty \frac{\partial \varphi_\beta}{\partial \varepsilon} dG(x) = -\frac{1}{[1 - F(H;\beta,\varepsilon)]} \int_0^H \frac{x}{\beta e + e^2 x} \left[ 1 - \frac{\varepsilon x(1+\varepsilon)}{\beta e + e^2 x} \right] f(x) dx
\]

\[
+ \left[ 1 - F(H;\beta,\varepsilon) \right] \int_0^H \left[ \frac{-x(1+\varepsilon)}{\beta e + e^2 x} + \ln \frac{1+\varepsilon x}{\beta e} \right] f(x;\beta,\varepsilon) dx
\]

(A31)

The above IF must be solved numerically. Note that parameter correlation is indicated by non-zero off-diagonal terms.
Appendix 4. Empirical Effects of Jensen’s Inequality on MLE-based Capital Estimation by Severity Distribution by Quantile by Sample Size
<table>
<thead>
<tr>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>Capital Requirement:</th>
<th>Mean SLA Capital Estimate (#sims = 1,000, #losses = 150)</th>
<th>MLE Overshoot Bias a la Jensen's Inequality</th>
<th>% Overshoot Bias a la Jensen's Inequality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>25</td>
<td>Regulatory = 0.9990</td>
<td>$184,452,881</td>
<td>$14,136,149</td>
<td>8.3%</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td>Economic = 0.997</td>
<td>$264,551,689</td>
<td>$21,589,032</td>
<td>8.9%</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td></td>
<td>$326,587,132</td>
<td>$32,510,364</td>
<td>9.2%</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td></td>
<td>$379,472,416</td>
<td>$42,820,019</td>
<td>9.4%</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td></td>
<td>$318,404,754</td>
<td>$28,428,014</td>
<td>9.8%</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td></td>
<td>$443,532,171</td>
<td>$42,046,191</td>
<td>10.5%</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td></td>
<td>$537,823,777</td>
<td>$52,553,732</td>
<td>10.8%</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td></td>
<td>$616,680,145</td>
<td>$61,421,882</td>
<td>11.1%</td>
</tr>
<tr>
<td>0.999</td>
<td>25</td>
<td></td>
<td>$180,476,914</td>
<td>$170,316,732</td>
<td>8.3%</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td></td>
<td>$257,445,901</td>
<td>$242,962,656</td>
<td>8.9%</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td></td>
<td>$317,034,175</td>
<td>$299,115,140</td>
<td>9.2%</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td></td>
<td>$367,944,013</td>
<td>$346,962,052</td>
<td>9.4%</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td></td>
<td>$305,813,549</td>
<td>$289,976,739</td>
<td>9.8%</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td></td>
<td>$423,289,848</td>
<td>$401,485,980</td>
<td>10.5%</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td></td>
<td>$511,202,246</td>
<td>$485,270,045</td>
<td>10.8%</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td></td>
<td>$586,144,675</td>
<td>$555,258,263</td>
<td>11.1%</td>
</tr>
</tbody>
</table>
## TABLE A2: MLE-based Capital Estimate Bias due to Jensen's Inequality (n losses = 250)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>H = 5k</td>
<td>H = 10k</td>
<td>H = 5k</td>
<td>H = 10k</td>
</tr>
<tr>
<td>Regulatory = 0.999</td>
<td></td>
<td>(Mu=11, Sig=2)</td>
<td>(Mu=11, Sig=2)</td>
<td>(a=35.5, b=3.25)</td>
<td>(a=35.5, b=3.25)</td>
</tr>
<tr>
<td>Economic = 0.9997</td>
<td></td>
<td>$170,316,732</td>
<td>$180,476,914</td>
<td>$366,314,579</td>
<td>$388,486,386</td>
</tr>
<tr>
<td>VaR Quantile, alpha</td>
<td>Lambda</td>
<td>$242,962,656</td>
<td>$257,445,901</td>
<td>$575,400,238</td>
<td>$609,822,538</td>
</tr>
<tr>
<td>0.999</td>
<td>25</td>
<td>$289,976,739</td>
<td>$305,813,549</td>
<td>$319,340,563</td>
<td>$771,852,538</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td>$401,485,980</td>
<td>$423,289,848</td>
<td>$375,393,489</td>
<td>$847,733,576</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td>$485,270,045</td>
<td>$511,202,246</td>
<td>$354,510,151</td>
<td>$1,254,887,781</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td>$555,258,263</td>
<td>$586,144,675</td>
<td>$316,149,861</td>
<td>$1,198,240,300</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td>$289,976,739</td>
<td>$305,813,549</td>
<td>$319,340,563</td>
<td>$771,852,538</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td>$401,485,980</td>
<td>$423,289,848</td>
<td>$375,393,489</td>
<td>$847,733,576</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td>$485,270,045</td>
<td>$511,202,246</td>
<td>$354,510,151</td>
<td>$1,254,887,781</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td>$555,258,263</td>
<td>$586,144,675</td>
<td>$316,149,861</td>
<td>$1,198,240,300</td>
</tr>
</tbody>
</table>

### Mean SLA Capital Estimate (#sims = 1,000, #losses = 250)

<table>
<thead>
<tr>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>$176,168,855</th>
<th>$199,874,347</th>
<th>$210,595,781</th>
<th>$408,039,072</th>
<th>$469,141,041</th>
<th>$534,394,383</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>25</td>
<td>$252,004,835</td>
<td>$287,519,150</td>
<td>$303,324,799</td>
<td>$648,508,923</td>
<td>$753,287,938</td>
<td>$865,034,815</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td>$310,688,875</td>
<td>$355,621,828</td>
<td>$375,539,489</td>
<td>$847,733,576</td>
<td>$990,882,468</td>
<td>$1,143,585,483</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td>$360,709,746</td>
<td>$413,806,485</td>
<td>$437,344,646</td>
<td>$1,024,004,954</td>
<td>$1,202,376,364</td>
<td>$1,392,860,977</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td>$419,447,065</td>
<td>$483,889,446</td>
<td>$510,261,153</td>
<td>$1,372,210,906</td>
<td>$1,629,681,073</td>
<td>$1,903,498,819</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td>$507,828,606</td>
<td>$587,936,725</td>
<td>$620,588,082</td>
<td>$1,774,265,662</td>
<td>$2,122,881,561</td>
<td>$2,443,049,914</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td>$581,706,208</td>
<td>$675,149,842</td>
<td>$713,165,228</td>
<td>$2,126,669,453</td>
<td>$2,558,281,570</td>
<td>$2,953,768,399</td>
</tr>
</tbody>
</table>

### MLE Overshoot Bias a la Jensen's Inequality

<table>
<thead>
<tr>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>3.4%</th>
<th>10.7%</th>
<th>11.4%</th>
<th>11.4%</th>
<th>20.8%</th>
<th>28.6%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
# TABLE A3: MLE-based Capital Estimate Bias due to Jensen's Inequality (n losses = 500)

**Capital Requirement:**
- Regulatory = 0.9990
- Economic = 0.9997

<table>
<thead>
<tr>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>True Required Capital</th>
<th>Trunc. LogNormal H = 5k</th>
<th>Trunc. LogNormal H = 10k</th>
<th>LogGamma H = 5k</th>
<th>LogGamma H = 10k</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>25</td>
<td>$170,316,732</td>
<td>$180,476,914</td>
<td>$189,116,361</td>
<td>$366,314,579</td>
<td>$388,486,386</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td>$242,962,656</td>
<td>$257,445,901</td>
<td>$269,759,861</td>
<td>$575,400,238</td>
<td>$609,822,538</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td>$299,115,140</td>
<td>$317,034,175</td>
<td>$332,331,236</td>
<td>$746,954,955</td>
<td>$790,818,271</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td>$346,962,052</td>
<td>$367,944,013</td>
<td>$385,747,339</td>
<td>$897,820,612</td>
<td>$950,833,170</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td>$289,976,739</td>
<td>$305,813,549</td>
<td>$319,340,563</td>
<td>$771,852,538</td>
<td>$816,400,09</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td>$401,485,980</td>
<td>$423,289,848</td>
<td>$441,611,938</td>
<td>$1,187,802,628</td>
<td>$1,254,887,781</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td>$485,270,045</td>
<td>$511,202,246</td>
<td>$534,510,151</td>
<td>$1,523,774,514</td>
<td>$1,609,452,222</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td>$555,258,263</td>
<td>$586,144,675</td>
<td>$610,623,698</td>
<td>$1,816,149,861</td>
<td>$1,918,240,300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>Mean SLA Capital Estimate (#sims = 1,000, #losses = 500)</th>
<th>MLE Overshoot Bias a la Jensen's Inequality</th>
<th>% Overshoot Bias a la Jensen's Inequality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>25</td>
<td>$172,154,981</td>
<td>$1,838,248</td>
<td>1.1%</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td>$245,886,999</td>
<td>$2,924,343</td>
<td>1.2%</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td>$302,908,913</td>
<td>$3,793,773</td>
<td>1.3%</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td>$351,504,920</td>
<td>$4,542,868</td>
<td>1.4%</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td>$293,991,156</td>
<td>$4,014,417</td>
<td>1.4%</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td>$407,610,609</td>
<td>$6,124,629</td>
<td>1.5%</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td>$493,042,495</td>
<td>$7,772,450</td>
<td>1.6%</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td>$564,429,351</td>
<td>$9,171,088</td>
<td>1.7%</td>
</tr>
</tbody>
</table>

% Overshoot Bias a la Jensen's Inequality:
## TABLE A4: MLE-based Capital Estimate Bias due to Jensen's Inequality (n losses = 1,000)

<table>
<thead>
<tr>
<th>VaR Quantile, alpha</th>
<th>Lambda</th>
<th>True Required Capital</th>
<th>Mean SLA Capital Estimate (#sims = 1,000, #losses = 1,000)</th>
<th>MLE Overshoot Bias a la Jensen's Inequality</th>
<th>% Overshoot Bias a la Jensen's Inequality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>25</td>
<td><strong>$170,316,732</strong></td>
<td><strong>$171,371,502</strong></td>
<td><strong>$1,054,769</strong></td>
<td>0.6%</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td><strong>$180,476,914</strong></td>
<td><strong>$184,725,502</strong></td>
<td><strong>$4,248,587</strong></td>
<td>2.4%</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td><strong>$189,116,361</strong></td>
<td><strong>$193,767,075</strong></td>
<td><strong>$4,650,714</strong></td>
<td>2.5%</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td><strong>$366,314,579</strong></td>
<td><strong>$372,693,986</strong></td>
<td><strong>$6,379,407</strong></td>
<td>1.7%</td>
</tr>
<tr>
<td>0.999</td>
<td>25</td>
<td><strong>$388,486,386</strong></td>
<td><strong>$403,403,550</strong></td>
<td><strong>$14,917,164</strong></td>
<td>3.8%</td>
</tr>
<tr>
<td>0.999</td>
<td>50</td>
<td><strong>$415,653,661</strong></td>
<td><strong>$438,567,309</strong></td>
<td><strong>$22,913,648</strong></td>
<td>5.5%</td>
</tr>
<tr>
<td>0.999</td>
<td>75</td>
<td><strong>$404,879,236</strong></td>
<td><strong>$404,988,218</strong></td>
<td><strong>$26,219,274</strong></td>
<td>6.2%</td>
</tr>
<tr>
<td>0.999</td>
<td>100</td>
<td><strong>$559,258,263</strong></td>
<td><strong>$560,490,174</strong></td>
<td><strong>$55,521,293</strong></td>
<td>6.6%</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td><strong>$289,976,739</strong></td>
<td><strong>$292,277,352</strong></td>
<td><strong>$2,300,613</strong></td>
<td>0.8%</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td><strong>$305,813,549</strong></td>
<td><strong>$308,670,147</strong></td>
<td><strong>$3,502,237</strong></td>
<td>2.9%</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td><strong>$319,340,563</strong></td>
<td><strong>$329,044,486</strong></td>
<td><strong>$4,438,468</strong></td>
<td>3.0%</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td><strong>$771,852,538</strong></td>
<td><strong>$856,122,049</strong></td>
<td><strong>$5,231,911</strong></td>
<td>3.7%</td>
</tr>
<tr>
<td>0.9997</td>
<td>25</td>
<td><strong>$816,400,009</strong></td>
<td><strong>$931,361,486</strong></td>
<td><strong>$114,932,763</strong></td>
<td>6.0%</td>
</tr>
<tr>
<td>0.9997</td>
<td>50</td>
<td><strong>$871,128,424</strong></td>
<td><strong>$931,361,486</strong></td>
<td><strong>$170,870,431</strong></td>
<td>6.4%</td>
</tr>
<tr>
<td>0.9997</td>
<td>75</td>
<td><strong>$1,085,122,462</strong></td>
<td><strong>$1,105,783,040</strong></td>
<td><strong>$1,085,122,462</strong></td>
<td>6.8%</td>
</tr>
<tr>
<td>0.9997</td>
<td>100</td>
<td><strong>$1,105,783,040</strong></td>
<td><strong>$1,216,621,526</strong></td>
<td><strong>$1,216,621,526</strong></td>
<td>7.6%</td>
</tr>
</tbody>
</table>

### Notes
- Table A4 presents the MLE-based Capital Estimate Bias due to Jensen's Inequality for different VaR quantiles and lambda values.
- The table includes True Required Capital estimates and MLE Overshoot Bias results.
- The Mean SLA Capital Estimate is calculated for simulations and losses.
- The % Overshoot Bias is calculated as a percentage of the True Required Capital.
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