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Abstract

In the presence of a heterogeneous populatioppieas that the modeling
of the risk of death provides different resultsttz¢ aggregated level (i.e. by
considering the population in total) and the disaggted (i.e. by segmenting
the population into subpopulations), which expresséneterogeneity biasf(
for example Droesbeke and al. [1989]). This remulbften explained by the
“mobile-stable” phenomenon, according to which timglividuals of the
segment with a high mortality hazard rate leavset fand thus increase the
proportion of individuals of the segment with a lowortality hazard rate as
time passes.

A reflection then is essential on the approactetain to model the time to
death for a heterogeneous population, taking imtcoant in particular the
problems of choice of optimal segmentatiaf Planchet and Leroy [2009])
and of risk estimationcf. Kamega and Planchet [2010]). Three possible
approaches are quoted here: the first approachistensm modeling the
behavior of each subpopulation in an independent, W second approach
consists in turning to models of survival data gnéting of the observable
factors of heterogeneity starting from explanategriables, and the third
approach consists in turning to models integraththe unobservable factors
of heterogeneity (frailty models). In this studyeads interested in the models of
the second category, in particular with the semmapeetric models of
Cox [1972] and Lin and Ying [1994]. For these madé¢he model of Brass is
used to adjust the population of reference witatdet of external reference.
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2 Heterogeneity : measure integrating risk of estenatthe case of a
modeling of the observable factors

Thanks to simulations, this study presents a measemt of the risk
estimation for these two examples of models intéggaeheterogeneity starting
from observable explanatory variables. In particulthe study makes it
possible to show that the choice of such modelstfier measurement of
heterogeneity, at the expense of the approach storgsiin modeling the
behavior of each subpopulation in an independent, waakes it possible to
limit the level of the risk estimation.

KEYWORDS: heterogeneity, adjustment, model with eexal reference
(Brass), multiplicative hazard model of Cox, addithazard model of Lin and
Ying, risk estimation, risk of model.
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1. Introduction

As recalled by Vaupel [2002], all the populatiorre &eterogeneous: two
individuals of the same age and of the same saxpiopulation can present two
very different risks of deaths.

In practice, it appears that the modeling of thek rof death provides
different results at the aggregated level (i.e.dmpsidering the totality of
population) and the disaggregated (i.e. by segmgnthe population in
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subpopulations), reflecting a heterogeneity bédisf¢r example Droesbeke and
al. [1989]). This result is often explained by timeobile-stable” phenomenon,

according to which the individuals of the segmeithwa high mortality hazard

rate leave first and thus increase the proportioimdividuals of the segment
with a low mortality hazard rate as time passeausTlit is understood that
when the pattern of settlement by segment remaatdesover time, one can
avoid modeling heterogeneity. On the other handsam as the pattern of
settlement evolves, like often during the evaluatid a technical provision, a
taking into account of heterogeneity is essentiabrider to have a robust life
table.

A reflection then is essential for the approachetain the modeling of the
hazard function of a heterogeneous populationntakito account in particular
the problems of choice of optimal segmentaticih®Planchet and Leroy [2009])
and of risk estimationcf. Kamega and Planchet [2010]). Three possible
approaches are quoted here.

The first approach consists in modeling the behasieach subpopulation
in an independent way. The models associated Wishaipproach can however
quickly encounter problems of insufficient data, ieth accentuates the
problems of choice of optimal segmentation anderdiie risk estimationc{.
Kamega and Planchet [2010]).

The second approach consists in turning to modetsegiating the
observable factors of heterogeneity starting froqplanatory variables. Here,
the population is considered as a whole and weamig¢o measure the effect
of the explanatory variables (which define the segts) on the observed
phenomenon (which is the hazard function).

The third approach consists in turning to modeldegrating the
unobservable factors of heterogeneity (or residaalfor example Delwarde
and Denuit [2006]). For this purpose, we can betham frailty models, which
make it possible to account for heterogeneity mrilkks of individual deaths.
In practice, we distinguish the traditional frailtpodel of Vaupel, which
considers the differences in level of mortality petividual and is based on the
assumption of proportionality, and the combinedltfranodel of Barbi, which
considers the differences in level per individuad ahe differences in slope by
group of individuals and thus, it is not based dre tassumption of
proportionality (these models are presented in ¥agmd al. [1979] and in
Barbi and al. [2003]).

In this study, we are interested in the modelshefsecond category which
integrate observable factors of heterogeneity istartfrom explanatory
variables. In particular, this study makes it pokesio appreciate the evolution
of risk estimation over the passage of time from first to the second
approach.

Plan and data

The study then seeks to justify the choice of tlegetogeneity model
retained (section 2) and to measure the assodiztedstimation (sections 3 to
6).
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The presented numerical illustrations are basedhendata from insurers
used for the construction of the regulatory matyaltables in zone
CIMA/FANAF * for the contracts of insurance in the event af kihd death.
These data more precisely cover the populatiohefcountries of under-area
UEMOA, represented here by the Cote d’lvoire, Maid Togo.

We consider a potential heterogeneity by countgyolnd the differences
related on sex and age. Also, the following talplessent statistics (exposure,
average age and average rate of annual mortafityjeodata on the population
of insured persons by country for men and womeunofer-area UEMOA and
aged from 30 to 55 years.

Table 1 - Statistics broken down by country (UEMOA- Woman)

Man Population at Average death Average degtlj Average de_ath
(insured population) risk Average age rate rate (lower limit | rate (upper limit
at 95%) at 95%)
Cl 549 656 43,9 years old 0,40% 0,38% 0,41%
ML 12114 42,5 years old 0,22% 0,14% 0,31%
TG 133 779 43,2 years old 0,42% 0,39% 0,46%
UEMOA (CI-ML-TG) 695 549 43,8 years old 0,40% 0,38% 0,41%

Table 2 - Statistics broken down by country (UEMOA- Man)

Woman Population at Average death Average degth Average de?xth
(insured populatior) risk Average age rate rate (lower limit | rate (upper limit
pop at 95%) at 95%)
Cl 117 199 43,2 years old 0,19% 0,17% 0,22%
ML 3499 41,7 years old 0,11% 0,00% 0,23%
TG 22 882 42,2 years old 0,07% 0,04% 0,11%
UEMOA (CI-ML-TG) 143 580 43,0 years old 0,17% 0,15% 0,19%

These data were collected in 2009 and are presémtddtail in Planchet
and al. [2010]. It is retained here that they drsepved over the years 2003 to
2006 and count truncations on the left (relatinght entries after 01/01/2003)
and censures on the right (relating to data bet@81/2006 for any reason
other than death).

2. Choice of model

In this section, we present the steps of the psoéghoosing the retained
model: presentation of the problems of dimensisoeiated with the models
with explanatory variables with the choice of thedels of Cox and Lin and
Ying.

! Area covering the countries of CIMA members andrespnted by insurance
companies or reinsurance FANAF, namely Benin, Burkiaso, the Cbéte d’lvoire,

Mali, Niger, Senegal and Togo (that is, the UEMQduwtries, except Guinea Bissau)
and Cameroon, Central African Republic, Congo Brazieg\@abon, Chad (that is, the
CEMAC countries, excluding Equatorial Guinea).
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2.1. Models with explanatory variables and problems of
dimension

In statistics, when a phenomenon can be explainyeselseral explanatory
variables, one can turn to purely parametric regjoes such as linear
regressions. The advantage is that, in this case,can easily find consistent
estimators. The disadvantage of these models tsthibg are based on many
assumptions on the behavior of the phenomenon wideand thus present a
significant risk of not being faithful to the exjemce.

An alternative then consists in turning to nonpagtino regressions, which
are based on a limited number of assumptions bthavior of the observed
phenomenon and, thus, are less constraining. Howthese models present a
well-known disadvantage under the term of “cursedohensionality” (by
mathematician Richard Bellman), relating to the bjgan caused by an
exponential increase in volume associated with ragléixtra dimensions to a
(mathematical) space. According to this curse nihieparametric estimators of
a function of regression behave badly when the mumiif variables is
important (for this, we can refer to Viallon [2006]

The additive Aalen model is an example of a nonpatac model. This

model presumes that the intensity of a process ofssBn N(t)

(tD[O,r],r<oo) of dimensionn (nrepresenting the number of individuals

under risk) takes the following form (a completesation of this model is
available in Martinussen and Scheike [2006] andirkiend Moeschberger

[2005]):

1) =Y (9 X7 (98(9).
where Y (t) is an indicator of risk (for ali O[1,n], ¥ (t) is equal to 1 if
individual i is under risk at the date and otherwise, is equal to O[),(t)
represents the vector of the basic coefficient #ral coefficients of thep
variables, andX (t) represents the matrix of the basic constant tenththe

variables of dimensiorp (the first column ofX (t) is thus equal to the unit).

If this model has great flexibility, in certain easit could be too sophisticated,
in particular when volumes of data available amgitéd, and can be subject to
significant operational limitations, in particuldrecause of the “curse of
dimensionality”.

It is thus necessary to reduce the dimension ofntbeels. The method
which is considered here is the method adopteddper [2007] in his doctoral
thesis on the reduction of dimension in the presesfccensured data: it is the
single index model.

2.2. Choice of single-index models (SIM): Cox and Lin
and Ying

The single-index models (SIM) are defined by:
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m(9= v z= 3= (o' }

where Y represents the dependent variable of dimensiod ¥epresents the
explanatory variables of dimensiop, m represents an unknown function

such asm:RP - R, f represents a function of an unknown link such as
f:R -~ R and50O ORP is an unknown parameter of a finished dimension.

If f is known, the problem becomes purely parametric; @n the other

hand if 8 is known, the problem becomes nonparametric butimension 1.
In general, single-index models (SIM) are oftenspréed as a reasonable
compromise between purely parametric modeling amcklp nonparametric
modeling (as specified, for example, in the work KfcCullagh and
Nelder [1989]).

Lopez [2007] thus proposes the choice of SIM toitlithe problem of
dimension and shows that one can reasonably estithate semi-parametric
models in the presence of censure. To model therdgdneity from a model
taking into account explanatory variables, the spanametric models of type
SIM thus seem to be adapted. It is now appropti@ateonsider retaining the
SIM.

In practice, it appears that the multiplicative ¢d872] model and the
additive Lin and Ying [1994] model are typical casef SIM, in which the
assumptions do not relate on conditional expectabay they do to the
conditional instantaneous hazard rate. Indeedpniligplicative Cox model can
be written as:

T
Mt1Z=2) =2 () € 7,
where L, is a presumably unknown function arid is a parameter to be
estimated (thus, we easily find the representatioa SIM). In the same way,
the additive Lin and Ying model can be written as:
Mt1Z=2)=2o(9)+7" 2,
where A, is a presumably unknown function and is a parameter to be

estimated (the Lin and Ying model is a typical case¢he Aalen model, in
which vy replacesv(t)). Moreover, it appears that the multiplicative Cox

model and the additive Lin and Ying model get tbgetwhenl is constant
(thus invariant in time) and the exponential temthie multiplicative model (or

T
e %) is replaced by the linear expressi%inr 5" z} ; in this casey =140 .

Here, we limit our choice of SIM to the two modalsove: the Cox model
and the Lin and Ying model (in practice, many altgive models could have
been retained, including extensions of the muttadlve Cox model and the
additive Aalen modekf. Martinussen and Scheike [2006]).
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The Cox model is most widely used given its sour@perties which were
largely studied. However, as Hill et al. [1990] mobut, in this model the
hazard ratio for two subpopulations of charactessy and z, depends only

on z and z, and not on time(t|Z=23)/A(t] Z= 3)= STZl/ gzz . The

Cox model is thus based on the assumption of ptiopality of the
instantaneous death rates between different segmelich is binding.

In the Lin and Ying model, it is the absolute diéface of the instantaneous
risks for two subpopulations of characteristigsand z, which depends only

on z and z, and not on timex(t|Z = zl)—x(t| Z= 22) =" ;L—«/T 3. This
assumption is also binding.

In practice, it is therefore necessary to choosegvden a constraint on
relative differences (proportionality assumptiomdaa constraint on the
absolute differences. Beyond any statistical test tbe assumptionscf
references in the following sections, in particuiar the Cox model and the
validation of the proportionality assumption), thhoice can be guided by
“expert advice”, by taking into account the contekthe study.

According to the statistics of WHQon the general population it appears
that the relative differences of mortality ratesvieen 30 and 54 years within
zone CIMA/FANAF as the age increases are more estdidn the absolute
differences (on this point, references are alsoilabla in Planchet et
al. [2010)). In this context, a constraint on tleative differences would seem
more suitable.

But, alternatively, according to the same stast€ WHO, it appears that
beyond 55 years of age, the differences in moytatites decrease as the age
increases (on this point, the references are alsdlahle in Planchet and
al. [2010]). In this context, a constraint on thsalute differences would seem
more suitable.

In other words, according to the framework of eitplion of the data, the
Cox model or the Lin and Ying model can be mor&eses suitable. Also, in this
study, we will use these two models to measureriiikeestimation within the
framework of a model integrating heterogeneity tstgr from observable
factors (in particular, the Lin and Ying model sngpared to Cox model).

3. Cox model: adjustment and simulation of mortality
rates

The Cox model is a traditional model in survivalabsis and has been
largely studied. Here, we focus on its use of theasarement of risk
estimation.

The approach used here to illustrate risk estimatdy directly generating
random and crude rates (as appropriate distribytionorder to deduce the
impact on the estimate of parameters requiredtimate adjusted rates.

2 Cf. http://apps.who.int/whosis/databasel/life _tables/lifbles.cfm
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In this context, at first this section presents #waluation of the annual
adjusted deaths ratesf.(3.1), and then it presents the simulation of ahnu
mortality rates for the measurement of risk estiomafcf. 3.2).

3.1. Cox: evaluation of the annual adjusted mortality
rates

The Cox model, which for memory's sake can be wamitas following

;
AMt1Z=2)=2ro(1) € 2 makes it possible to measure the multiplicatifect

of explanatory variables, in this case countries,sarvival. For this purpose,
we estimate the paramet&rby the maximum likelihood method. We consider
in particular the Cox partial likelihood, which ¢alculated by the product of

conditional probabilities observed at a given momen(i D[l;D]) one (or

several) death knowing the composition of the papoh under risk at this
given moment (Hill and al. [1990] present a justtion of this approach).

3.1.1. Estimate of Cox (in absence and in presence of a tie)

This paragraph presents the estimate suggestekyil€absence and in
presence of tie.

Estimate of Cox in absence of atie
When it is supposed that one death occurs at euergentt; , Cox [1972]

indicates that the conditional probability thatthe subject of a characteristic
z(i which dies int;, given that one had a groug of subjects at risk, is

)
exp{sT Z(i)} Z exp{aT %(i)} , Where Zj(i) represents the characteristics of
JORy

the {"individual under risk int; . Partial likelihoods of Cox is calculated thus
like the product of his contributions, and log likeods is written then as

L(S):gSTZ(i)é'” 2 ikt

Estimate of Cox in presence of atie
When it is supposed that several deaths occur atyemomentt;,

Cox [1972] provides a new specification of a muitiative model in a discrete
case:

Mt1z=2) _ 2o(Y) 7
1-0(t|Z=2) 1-2y(Y)
Indeed, if Cox supposes that in continuous timeefwbnly one death occurs at

.
every moment; ) its model is written as following.(t | Z = z) =44 ( ) €2 in
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discretetime (when several deaths occur at every momignhe supposes that
the instantaneous hazard rates are not sufficiecldge to O to consider
1-A(t|Z=2)=1and1-iy(t)=1.

With this new specification, the contribution tethrobability of deathsi;
in time t; , knowing that one had the grol® of subjects at risk, is written:

exp{STS(i)}/jm(%;q eXp{ST gl )} !

)

where §i) represents the sum a{i) for all individuals who died irt; , and the

notation of the denominator means that the surmkisrt over all individualsi;
is quite distinctive from the one taken &. Log likelihoods is then written as:

L(3)= 2.5 =20 ,-D%q)exp{f’T%(i)}

3.1.2. Estimate of Breslow (in presence of tie)

One of specificities of the death risk is that flreguency of supervening of
the risk is weak and that the exposure to theisisklatively high. Also, in this
case, the number of possible combinations of the sfi the denominator

Z exp{éTsj(i)} in the Cox estimator in the presence of tie igipalarly
ioR:dq)

important and limits the implementation of the mstie (in particular when the
estimate lies within the scope of simulations,sathé case here).

In this context, one can turn to the approximatiohBreslow and Elfron (a
comparison of the approaches of Cox, Breslow afirdbiEktarting from simple
guantified examples is presented in Klein and Mbbseoger [2005]). Here, one
retains the Breslow simplification, which is the shgracticed, according to
which the contribution to the probability af deaths int; time, knowing that
one had the group R of subjects at risk, is written as
dj

T T : : '
exp{é‘) s(i)} Z exp{éS %(i )} with the notations defined above. Log-
JOR;
likelihoods is then written as:

0)= 352y 3 oof5)
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3.1.3. Test statistic

Within the framework of this study, we limit ourges to the illustrations of
the test of total significance and the test of pweer significance. It is
supposed here that the tests are carried outngfdrom the statistics of the
likelihoods ratio which follows a distribution ofiG2 under the null hypothesis
H, (these statistics count among the most used srctiitext, with the Wald’s

statistic, cf. for example Klein and Moeschberger [2005] for iimstrated
presentation).

In the case of the test of total significanaee test the hypothesis of
simultaneous nullity of the whole of the parameteasd we thus consider
Hp:6=0, or (pbeing the dimension o representing explanatory variables

of the model):
5 _ A
XL(p)—Z[L(S)—L(O)].
In the case of a significance test of the pararmmetere test the null
hypothesis of each paramet®f (with j=1,....,p and$ =(51,...,6p) ), and we

thus consideH,:5; =0, or:
2 _ A\ (305, -
at, (0= 2[L(5) L(8\3;,3, -o)]
where the expressionS‘\S j: 0 | = 0" represents the estimate of the parameters

34 (with gO(L,...,p) \ j) while fixing &; =0.

Only these two tests of significance of the modsd ¢he parameters are
carried out here within the framework of our stulys noted, however, that in
practice, the use of the Cox model turns to manypmementary statistical
tests. The literature is abundant on this subjectdé¢tailed review of the
literature on the principal existing statisticadteeon the Cox model is presented
in the works of Hill and al. [1990], Therneau andafbsch [2000] and
Martinussen and Scheike [2006]). While limiting seives to the most
traditional tests and relating only to the hypothes proportional hazard rates
(in practice, the tests also relate to the linkcfion of the model, the form of
the variables of the model, the proprieties ofrémiduals, etc.), we enumerate
three approaches. The first (graphic approach @) kKansists in considering a
stratified model and illustrating the evolution of the diffeces of the
logarithms of the hazard’s cumulated functionshaf stratum as age increases:
if they are about constant, the hypothesis of pglportional is deemed to be
adequate for the selected stratification. The seqapproach of Therneau and
Grambsch [2000]) consists of considering an extensif the Cox model by
considering a parameter dependent on time: if tlearpeter depends
significantly on time, the hypothesis of proportdity is not suitable. Third
(approach of Lin and al. [1993]) consists in teggtithe hypothesis of
proportionality starting from the cumulated residuaf the model.
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3.1.4. Evaluation of the adjusted annual mortality rates

Once the parameters are considered, we deduce djusteal annual
mortality rates for each subpopulation.

In practice, we initially determine the adjusted rtality rates for the
subpopulation of the Céte d’lvoire (basic subpopatain our applications)
starting from the Brass model with external refeeenFor this purpose, the
cruderates are estimated according to the Hoem appraadhthe reference
rates are those of regulatory French life tablegTHA0-02 (for deaths). These

adjusted rates are noted g, (é) , where f = (5, E)) is the parameter of the

Brass modeldf. Kamega and Planchet [2010]).

Next, we deduce the adjusted mortality rates ofiMald Togo, starting
from the parameters of the Cox model by the follgywelations (by retaining
the hypothesis that the rates of instantaneousrthara constant between two

\exafm
Q)

entire ages): Oy ML (é; SML) :1—(1— Oy i and

qX'TG(é;STG):1_(1_qXC'(6))EXF(STG)’ where §=(rc;dm) is the

estimated parameter of the Cox model.

3.2. Cox: evaluation of the simulated annual mortality
rates

We place ourselves in the case where the crude rate estimated
according to the Hoem approach for each subpopulalihese crude rates are

written asax p for a countryh.

The simulation technique selected consists in dansig a Monte Carlo
method to simulate the distribution of a normal lgstarting from the
simulation of a standard normal distribution, whitself is deduced from a

simulation of uniform distribution between 0 and Thus, for each countria,
we generate, as the first stdp,simulations ((D[l, K]) of the crude mortality

rates  for all ages x  (xO[Xu%y]), according to

In second step, we deduce for each simulati@nd all agesx the value

~k ~k
close to the quantity of deaths by country by h = A(quhx R(’hj, where

. pk -
A(.) is rounded to the nearest whotg, |, represents a realizatidn of Q, .,

and R, |, represents the group of subjects at risk of ader country h.
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The following steps consist in estimating -the achievements (as the
fluctuations of sampling) of the adjusted ratese(speaks then about simulated
rates), and for this purpose, one distinguishesdise of the Cote d’lvoire from
the case of Mali and Togo.

In the case of the Cote d’lvoire, the adjustedsat® obtained starting from
the Brass model. For each simulationk, one thus has

2K ik
. (ékj— exp a z,
x,Cl - R K
1+ exr{akzX + bk)

Ak (~k ak
z, :|n(q§<ef /(1— q;ef)) and 0 =(a b ) is estimated by the least squares

where for memory’s sake

method for each simulatiok .

In the case of Mali and Togo, the adjusted ratesoatained starting from
the Cox model. For each simulatiok, we estimate the parameters

5 = (6,5”_; 6¥G) of the aforesaid model with the method of Breslawthis

case, log likelihood is written:
D T D ~K T
L(Sk) =Z(5k) s('f) =>7di xIn| > exp{(é‘)k) %(i)} ,
i=1 i=1 iR
~k ~k
where dj :Zdi h (with h=CI,ML, TG in our study). For each simulation
h

k, we then deduce from the paramet§|F$ (6:\(,”_; 6¥G) the adjusted rates of

.y . exr{SKAL)
Mali and Togo by qX’ML(G ;SMszl—(l—qu (9 D and

N K [~k ex‘{s%j
Oy 1|9 167G |=1-| 1-dy | 0 .

4. Lin and Ying model: adjustment and simulation of
mortality rates

According tothe studies presented for the Cox model, we coretenbere
on the use of the Lin and Ying model within thenfiework of the measurement
of risk estimation.

Thus, we show on one hand the adjusted ratet(1), and on the other
hand the simulated rates.(4.2).
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4.1. Lin and Ying: evaluation of the rates of adjusted
annual deaths

The Lin and Ying model, which for memory can be tten

A(tlz= z)=ko(t)+yT z, is a typical case of the Aalen additive model. It

makes it possible to measure the additional risktduhe effect of explanatory
variables of the model, which are the countriethia case, in absolute terms (a
reminder: the Cox multiplicative model measuresdkeess of risk in relative
terms). For this purpose, we estimate the parameteusing an explicit

formula.

4.1.1. Estimate of Klein and Moeschberger

Lin andYing [1994] andKlein andMoeschbergej2005] show thatstarting
with the decompositiommartingaleof the Poissorprocessthe estimateof the
coefficientsof themodelis:

v=A"1B,

D _ T _ D B

wnere A =3~ 3 (2) =20 (30)736)). =X Xen (40 =)
i=1jR; i=1 h

and E(i) =i Z zj(i) (with thesamenotationsasthoseof section 3 relatingp
R

theCox model).

4.1.2. Test statistic

Like the work done for the Cox model, within tharfrework of this study,
we limit ourselves to illustrations of the testtofal significance and the test of
parameter significance.

According to the same authors, the total signifiganf the model can be
appreciated starting from the Wald statistics whichows a distribution of
Chi-2 to p degrees of freedomp( being the dimension oZ representing the

explanatory variables of the model) under the agsiom H, : v =0, or:

2 _~T~-1a
w=Y VvV v,

~ D _ T -
whereV =A™ 'cA ™!, with szzdi,h (Z(i)’h - Z(i)) ( fiyn ~ g)) .
i=1 h
In the case of the test of parameter significameetest the null hypothesis
for each parameter (with j=1,...p and y:(yl,...,yp)), and we thus

considerH, :y; =0, or:

2 22y
ow, =Y/ Vi -
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4.1.3. Evaluation of the adjusted mortality rates

Once the parameters are considered, we deduceljirsted mortality rates
for each subpopulation.

In practice, at first we determine the adjusted tedily rates for the
subpopulation of the Céte d’lvoire (which concethe basic subpopulation)
starting from the approach adopted for work on@ux model ¢f. paragraph

3.1.4). These adjusted rates are notgg; (é) where é:(é, E)) are the

parameters of the Brass modefl Kamega et Planchet [2010]).

Secondly, we deduce the adjusted mortality ratddaf and Togo, starting
from the parameters of the Lin and Ying model, by following relationship
(under the assumption that the instantaneous m@itelsazard are constant

between two entire agest,ML(é;\A/ML):l—(l— Oy i (é))exp(—\A/ML) and

qX’TG(e; “/TG) :1—(1— Ay ci (6))exp(—yTG) , Where y= (“/TG; “/ML) are the
estimated parameters of the Lin and Ying model.

4.2. Lin and Ying: evaluation of the simulated annual
mortality rates

The first steps in the simulation of the mortaliges for the Lin and Ying
model are identical to those are carried out forusations of the Cox model
(cf. sub-section 3.2).

For each simulatiork (kD[l, K]) of the crude death rate, and for all ages

X (xO[ Xy, Xy |), we thus have a simulation of the number of dedth

~k . .
country by dxh and of the mortality rate simulated for the Cotbvaire

~Kk
Oxci| 9 |-

One can then determine, for each simulationthe mortality rates of Mali
and Togo. For this purpose, we are based on thehéhYing model and we

estimate for simulatiork the parameterS/k :(y,lf,”_; YlT(G) of the aforesaid
model, using the relation:
y=A"BK,
D
where BX = zaik,h (z(i)’h —_z(i)). For each simulatiork , we then deduce

i=1 h
the  mortality rates simulated for Mali and Togo by
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~k Ak K ~k ~k

Oxme| 9 vme [S1-[ 10| O ||8XP —vmL and
~k Ak K ~k ~k

Oxte| 9 iv1e |F1-|1-0xci| O | |eXP —Y1G |-

5. Comparison of the adjustments of the Cox model and
Lin and Ying model and backtesting on heterogeneity

This section presents the results of the adjustraithe models integrating
heterogeneity starting from observable factors aredents a backtesting the
capacity of these models to take into account bgtareity, compared with an
approach selecting an independent model for eambogwlation.

5.1. Comparison of the adjustments of Cox and Lin and
Ying

This subsection presents the results of modehgtfor the Cox model and
the Lin and Ying model respectively. A comparisdntltese results is also
presented.

5.1.1. Results of the adjustments of Cox

We consider here population UEMOA, represented Heyethe Cote
d’lvoire, Mali and Togo ¢f. Table 1 and Table 2 abovementioned).

The results of the estimate%=(8Tg;3M|_) starting from the two

approaches taken in consideration in case of tlesepce of a tie (Cox or
Breslow approach), are presented in the followialgleé (for women only).
These estimates are made from deaths and expdsuse.
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Table 3 — Cox model: comparison adjustment (UEMOA Woman)

Statistic Cox (with tie) Breslow (with tie)
Minimum(*) 1747 2146
Iterations 8 8
%2 (p-value model) 18, 02( p= 0,01.102) 18, 07( p= 0,01.102)
SML (initial value) -0,4638 ( -0,4709( Q
exp(éML) 0,628¢ 0,6244

XEML (p-value parameter) | 1, 03( p= 31, 01.102) 1, 07( p= 30,10.1()2)

816 (initial value) -0,9199( 9 -0,9198

exp(STG) 0,3986 0,3986

XETG (p-value parameter) 17,49( p= 2,89.1@5) 17,51( p= 2,86.105)

(*) because in practice we minimize the opposite of the log-likelihood.
It appears that the estimates of Cox and Breslaw te comparable results
in this example.

By adopting from now on the approach of Breslowyotihe table below
presents the results of the estimates for the fernad male population.
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Table 4 — Cox model : Breslow adjustment (UEMOA — Wet M.)

Statistic Woman Man
%2 (p-value model) 18, 07( p= 0,01.102) 12,79( p= 0,17.102)
exp(SML) 0,6244 0,6084

XEML (p-value parameter) | 1, 07( p= 30,10.102) 7,89( p= 0,50.1(‘)2)

exp(éTG) 0,3986 1,105

XETG (p-value parameter) 17,51( p= 2,86.105) 4,38( p=3, 64.162)

The results of the parameters are coherent withd#seriptive statistics
presented in Table 1 and Table 2. For the sigmifieatest of the models, it
arises that the value of the empirical test is éighan that of the table to a
threshold of 5% at 2 degrees of freedom (equal38,5or memory), whether it
is for the female or the male population. Thus, iwels are significant with
the threshold of 5%. On the level of the variablemyever, it appears that the
parameter for Mali for women is not significant kv threshold of 5% (for this
individual parameter, the value of the empiricattis lower than that of the
table to a threshold of 5% at 1 degree of freedequal to 3.84, for memory).
The parameters of the other variables are on ther dtand significant with the
threshold of 5%.

5.1.2. Results of the adjustments of Lin and Ying

Like the illustration of the Cox model, we considesre the female and
male population of population UEMOA, representecehsy the Céte d’lvoire,
Mali and Togo ¢f. Table 1 and Table 2).

The results of the estimate &f= ({(TG; &ML) are presented in the following

table.
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Table 5 — Lin and Ying model: adjustment (UEMOA —W. & M.)

Statistic Woman Man
2 = o = 03
12, (pvalue model 26,55 p=17L.1¢) | 16,04p= 0,03.17)
YL -0,0693 % -0,1429 %

X6VML (p-value parameter) | 1, 43( p= 23 25.102) 10, 68( p= 0,11.1(_)2)

e -0,1129 % 0,0399 %

X\%Vre (p-value parameter) 26,14(p: 3,17.107) 4,07(p: 4,37.102)

The results of the parameters are coherent withd#eeriptive statistics
presented in Table 1 (for women) and in Table 2 ffi@n) on one hand, and
with the coefficients of the Cox model presentedrable 4 (for women and
men) on the other hand. In statistical terms afstdie the results of the Cox
model, it appears that the models for women and arensignificant with a
threshold of 5%, even if the parameter of Maliimmen is not significant.

Moreover, concerning the comparison between thetipfiohtive model
(Cox) and the additive model (Lin and Ying) on gemtional component, we
find the principal conclusions of the work of C&9p5]. Thus, it appears that
these two multiplicative and additive models arpleitable for the truncated
and/or censured data, can account for observatiieréa and present consistent
p-valuesfor the coefficients of variables in the model.

5.1.3. Illustration and comparison of the results of the
adjustments of Cox and Lin and Ying

The two graphs below (Figure 1) present a comparsween the results
of the Cox model and those of the Lin and Ying niofte the male population
only. The first graph shows the adjusted mortalétes of the Céte d’lvoire,
resulting from the Brass model, like those of Maiid Togo, derived from the

parametersS=(8TG;8M|_) of the Cox model. On the same principle, the

second graph shows the adjusted mortality rateheofCote d’lvoire resulting
from the Brass model, like those of Mali and Togterived from the

parametersy =(§/TG; WA/M,_) of the Lin and Ying model (the curves of the two

graphs relating to the Céte d’lvoire are thus ide}.

In statistical terms, within the framework of thdjizsstment of the rates from
the Brass model for the Cote d'lvoire, it can bersd¢hat the model is
significant at a threshold of 5% (Fisher test) #rat the adjusted R2 is equal to
83.8%. One can also point out that the retainedrmaters for the evaluation of
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the adjusted rates from Lin and Ying for Togo andliMire significant at a
threshold of 5%.

Figure 1 - Adjusted mortality rates (Cox and Lin and Ying, UEMOA - M)

Ajusted rates by country (Cox) Ajusted rates by country (Lin et Ying)
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To continue the comments relating to the choicevben these two models
(cf. sub-section 2.2), it appears that for the Cox tiplidative model of
heterogeneity, the absolute differences between ¢bantries increase
significantly as age increases, contrary to the kimd Ying model of
heterogeneity in which the absolute differencescarestant across all ages.

5.2. Backtesting on heterogeneity (comparison of the
models of heterogeneity)

The aim of the study is to compare the risk esiionadf two approaches for
the treatment of heterogeneity. This comparisoprésented in the following
section (section 6). We consider a population magulef three subpopulations:
the Céte d’'lvoire (basic subpopulation), Mali andgb. In the first approach,
heterogeneity is taken into account for the indepeh models of each
subpopulation (in practice, the mortality rateseath population are adjusted
according to a Brass model). In the second approaeterogeneity is taken
into account from the models integrating the obskle factors (here, the
mortality rates are adjusted from the Brass modeltlie Cbte d’lvoire and
from the Cox model or Lin and Ying model for MatichTogo).

The results of adjustmented mortality rates acogrdio these two
approaches (which count three models in total) @esented in the graph
below for Mali and Togo (the graph relating to téte d’lvoire is not
presented because it is identical for the two aggires).
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Figure 2 — Presentation of mortality rate of Mali and Togo (M)
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In Mali’'s case, it appears that some crude dea#srequal zeroc{. graph
above) limiting the use of the logit of crude degdtes, which are still essential
to the modeling of Brass. Thus, the following cami@n was retained for the
adjustment (for the Brass model only): we consttiat the zero death rates are
equal to the lower level of crude death rates greian zero for the age range
retained for the adjustment. Alternative approactesld have been to not
retain the ages where one observes the zero ceath dates or to substitute
the crude death rates equal to zero by averagernauseates, but these
solutions significantly raise the mortality ratesained for the adjustment.

On these bases, the adjusted mortality rates fdirddaerge and depend on
the model. On a statistical level, the Brass méwteMali (first approach) is not
significant at a threshold of 5% (Fisher’s test)¢d ahe adjusted R2 is equal to
1.4%. In addition, as mentioned before, the paramedf Mali for the Cox
model and Lin and Ying model (models of the secapproach) are significant
at a threshold of 5%cf. Table 4 and Table 5). Thus, we retain that theet®
integrating heterogeneity allow us, contrary to fBeass model, to avoid
retaining conventions where crude death rates epgia while also getting
satisfactory results in terms of statistical tests.

For Togo, the adjusted mortality rates are simitggardless of the model
considered. We note that the Brass model for Teggnificant at a threshold
of 5% (Fisher’s test) and that adjusted R2 is etm&9.2%. To reiterate, the
parameters of Togo for the Cox model and Lin andg¥Yinodel are significant
at a threshold of 5%cf. Table 4 and Table 5), in spite of the weak vaoret
within the Coéte d’lvoire ratesf Figure 1).

To appreciate the relevance of the mortality ratdgisted in these three
models, the following table presents the compagdmtween the achievements
and predictions of the deaths (established fromatljasted mortality rates and
exposures to risk by age).
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Table 6 — Comparison achievement/prediction of debs (UEMOA — M.)

Global model UEMOA - H (Brass global) Integrating heterogeneity models (without and with obs. fact.)
Observed | Predicted el Observed | Predicted el

Country deaths deaths Différence Country (model) deaths deaths Différence
Cote d'lvoire 2188 2203 0,7% Cote d'lvoire (Brass) 2188 2144 -2,0%
Mali (Brass(*)) 29 8,4%
Mali 27 44 63,8% Mali (Cox) 27 26 -3,2%
Mali (Lin et Ying) 26 -4,9%
Togo (Brass) 565 -0,1%
Togo 565 511 -9,6% Togo (Cox) 565 548 -3,0%
Togo (Lin et Ying) 550 -2,7%

(*) agreement with the treatment of crude death rate equal to zero.

The first sub-table presents the differences wheratljusted mortality rates
are given in total without taking into account hetgeneity between
subpopulations. The second sub-table presents ifieredces when the
adjusted mortality rates are given from the modeisgrating heterogeneity,
either from the independent models for each sublptipn (as with the Brass
model), or from the models integrating heteroggn&im observable factors
(as with the Cox model and Lin and Ying model, fetors here being
countries). A comparison of the two sub-tables cord the need to take into
account the heterogeneity of the population.

In the sub-table integrating heterogeneity, it a@ppethat except for the
adjusted rates of Mali with the Brass model, thBfedénces between the
observed deaths and the theoretical deaths alesalthan 5%, which confirms
the need to account for heterogeneity.

In detail, for this second sub-table, we note afiigi that the number of
theoretical deaths for the Cote d’lvoire undereatamnthe number of observed
deaths by 2%. This difference reflects the estiomatiias introduced by the
logit function of the Brass model. Indeed, the @& character of the logit
function between 0 and % led, by using Jensen'gjuakty, to the
undervaluation of the mortality ratesf.(Planchet and Thérond [2006] for a
more through description of this phenomenon).

The estimates of the Brass model for the Cote @'évare used to estimate
the Cox model and the Lin and Ying model for MatidaTogo. Also, the
observed differences for Mali and Togo using thesedels include the
observed differences for the Céte d’'lvoire givertliny Brass model.

Finally, in spite of the retained convention foe tiheatment of Mali with the
Brass model (substitution of the zero crude deatésrby the observed lower
non-zero crude death rates), we note in this sesaheable that the estimated
theoretical deaths of Mali with the Brass modelsgrap the observed deaths.
As comparison, with convention consisting in retagnonly the ages where the
crude death rates are not zero, the predicted nuaflieaths for Mali rises to
38 (or a difference of 39.7% against theoreticalthg, compared to 8.4% with
the selected convention). Thus, the conventionctsdeseems more suited
although it presents important limits (the differea obtained for the Brass
model applied to Mali are not satisfactory in comgzzn to differences
observed for other countries and other models).
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In the end, these analyses lead to the observiitadrihe choice of a model
integrating heterogeneity from observable factéos éxample the Cox model
or the Lin and Ying model), makes it possible tegarve a good statistical
appreciation of the risk of death for the heter@gers subpopulations within a
population. Moreover, these models make it possiblaccount for the annual
mortality rates equal to zero for the given agesqgffient phenomenon in the
small populations), and thus allows the avoidarfoetining the assumptions
or convention (contrary to the Brass model).

6. Comparison of the risks estimation between the
independent models for each subpopulation and those
integrating heterogeneity from observable factors

This section presents the systematic risk relaigte sampling fluctuations
(that is, the risk estimation) in the different retalselected for each of the two
approaches: the Brass model (the first approactu),tke Cox model and Lin
and Ying model (the second approach). For the tlstedied models, the
measuring instruments are presented through thestedj mortality rates and
through life tables.

In general, the approaches presented here areeiwiith those detailed in
Kamega and Planchet [2010] on measuring risk estmainder the Brass
model.

In addition, in all the presented numerical appiass, we letK =1000
simulations of the crude rates and we considerftra¢ach simulatiork , the
sample results of the standard normal distributNr@O;l) from which we

deduce the suitable outcomes for each subpopujai@nexactlithe same as
the ones in the three models used (for a givenuidption). It also notes that

crude rates are in practice generated under thstreomt q;h >0 (when this

condition is not met for a simulatiok, the outcome is not counted and we
resample for countrin).

Finally, in this section, only the numerical illustions relating to Togo will
be presented: the illustrations of the Cote d’'leaire not presented because its
modeling is identical in the two approaches, amd¢hof Mali are not presented
either because they need arbitrary conventionshwtieild create a bias in the
exploitation and the analysis of the results. Iditgn, the aim of the study is
to present measurements of risk estimation accgrttinthe choice of the
selected model taking into account heterogeneiherd@fore, analysis of the
risk estimation of the various models while limgiourselves to the Togolese
subpopulation thus improves the clarity of thesthations.

6.1. Measure risk estimation on the adjusted rates

We present here the measuring instruments of 8ie astimation on the
adjusted rates, as well as an illustration andpnétation of the results for the
three studied models.
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6.1.1. Measuring instruments of risk estimation on the rates
We have the mortality rates adjusted accordindp¢oBrass model, the Cox

model or the Lin and Ying model. To simplify thetations, we writequh(é)
as the adjusted mortality rates for a courtiryfor Mali and Togo, the adjusted

mortality rates should normally be noted q§’h(é;8hj and qx,h(é;{(hj*

respectively, for the Cox model and Lin and Yingdab. Givenk simulations
of the crude rates for each countty, we also have the mortality rates
simulated according to the Brass model, the Coxahod the Lin and Ying

~k
model. To simplify the notations, we denm’h(e j as the mortality rates
for simulation k and countryh (for Mali and Togo, the simulated mortality
~k ~k ~k Ak
rates should normally be noted aquh(e ;Shj and quh(e ;yhj,

respectively, for the estimates of the Cox model e Lin and Ying model).
The risk estimation of the mortality rates for auotsy h can then be

WVx,h ,
(0]

2
~k N . _ .
Vyh= E[(quh(e j— dy h(e)j ] . This coefficient constitutes a measure of

measured using the  coefficient C(‘l’x,h) = where

dispersion of the mortality rates simulated arotimgl rate of adjusted death
(expressed as a percentage and under risk estithatio

6.1.2. Comparison of risk estimation on the rates
The comparison of risk estimation on adjusted retesirried out by means

of the average of the coefficien(wxlh) , for all agesxD[&n, "y } :

Table 7 — Risk estimation on the mortality rates (aerage) (Togo - M)

Population

Brass model
(approach 1)

Cox model
(approach 2)

Lin et Ying model
(approach 2)

Togo ¢(vrg)

9,89 %

6,19 %

6,78 %

It appears that the use of the Brass model (indbp@nmodel for each
subpopulation) led to a risk estimation higher thilaat obtained by the Cox
model (multiplicative model integrating heterogewyeising observable factors)
or with the Lin and Ying model (additive model igtating heterogeneity using
observable factors). For the Lin and Ying modele ttomparisons must
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however be treated with prudence, taking into antthe assumption that the
absolute differences of the rates of instantandeashs are constant.

Note that in addition, the risk estimation is the@renimportant as the
population presents a weak exposure. Thus, for pkanthe risk estimation
with the Brass model for the Cote d’'lvoire is eqtma#t.73 %. In the same way,
the risk estimation for Mali with the Cox modelkegual to 22.27 %.

The comparisons presented above are limited tostimellated mortality

rates; the comparisons of the mortality tablesttstdrting from the simulated
mortality rates are presented in the sub-sectitowbe

6.2. Measure of risk estimation in the tables

In addition to the presentation and the comparisiotihe mortality rates, it
is necessary to compare the associated mortatitysa

6.2.1. Measuring instrument of risk estimation in the tables

For the measurement of risk estimation in the nligrtaables, it is
advisable to use a specific function for each tatitéch associates a positive
number to it. The life expectancy is, from this rgobf view, a natural
functional within the framework of insurance, theaunt of the liability is
another. Thus, these two functions are used invtir& below.

Initially, the risk estimation in the tables is rsaeed from the residual life
expectancy at 30 years, between 30 and 55 yearshiSqurpose, we use the
distribution of residual life expectancies estaidid from simulated mortality
rates.

Next, the risk estimation in the tables is measdredh the liabilities. We
consider more precisely the deterministic provisiaelative to temporary
obligations to the deaths (the term of the oblmaiis d years, withd =1)
and evaluated from the simulated mortality ratestfiis case, the mortality
rates are the only sources of risk). By assumidgath to be in middle of year,
we deduce that the amount of Iliabilities of a deditr k is

d-1
Li((),h = Z F)Eh(t)x(1+ rt+1)_t_% , Where ka’h (t) represents the probable cash
t=0

flows of the services to pay in tintefor an individual of agex of country h
(for k simulated mortality rates) ang represents the discount rate of cash

flows at timet. The impact of the risk estimation on the liamktcan then be

Y,
measured by the coefficietc(tYh)=?h, where Ly, corresponds to the
h

~

liability calculated from the adjusted mortality tea quh(e) and

2
Yhz\/E{(L(l;,h_LO,h) } This coefficient makes it possible to have a
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measurement of dispersion expressed as a percef@sighe risk estimation)
around the liability calculated from the adjustedrtality rates.

. - o1& o
Finally, we denotelLon :EZL(J)h as the average of the deterministic
j=1
liabilities calculated with simulated mortality est

6.2.2. Comparison of the risk estimation in the tables

Initially, we present the risk estimation in théles through the partial life
expectancies. In this context, the following gramresents, for the
subpopulation of Togo, the estimates of the fumstiof density (by the kernel
estimator) of the residual life expectancies (betwe30 and 55 years)
established from the simulated mortality rates.

Figure 3 - Distribution of the partial life expectancies of Togo (M)
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Following the observations and conclusions abavappears in this graph
that the distribution of the partial life expectgnmesulting from the Cox model
presents a tail lower than that resulting from Brass model. In other words,
the mortality tables resulting from the simulatedrtality rates from the
multiplicative model integrating heterogeneity ugsithe observable factors
have a lower volatility than the tables resultimgnfi the simulated mortality
rates from the Brass model used independently doh subpopulation. In the
case of the additive Lin and Ying model on the otend, it appears that the
mortality tables have a volatility comparable witiat resulting from the Brass
model.

Moreover, it is a question of quantifying this agzhal risk estimation in

the tables in an insurance context. For this pepae introduce the concept of
liability, calculated with the discount rate curekthe Institut des Actuairesn
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12/31/2008. Moreover, we consider an insured person of age31, an
ensured capital equal ¥ =1 and a term of contract equal tb= 20.

For this reason, we present in the table belowsimhetic results of the
estimates and simulations of deterministic lialeifif respectively, with the
adjusted mortality rates and the simulated moytadites.

Table 8 - Risk estimation in the liabilities (20 yars) (Togo - M)

Brass Cox Lin et Ying
o Liab.and | Liab.and | Liab.and | Liab.and | Liab. and Liab.
Statistic adjusted | simula- | adjusted | simula- | adjusted and
rate ted rate rate ted rate rate simula-
ted rate
Mean . _ . - _ .
(L 4,18.10% | 4,03.10% | 4.06.10%| 4,01.10% | 4,22.16% | 4,17.10°
ou 1)
uantile at - - 52
Quan NA | 31810% | NA | 352102 | NA | 35410
uantile at _ _ 32
Qe NA | 352102 | NA | 370102 | NA | 37410
; 2 2 2
gélf}/?tlle at NA 4,50.10 NA 4,34.10 NA 4,61.10
Quantile at 4,74.10° 4,50.10° 4,83.10°
99.5 % NA NA NA
S(Of)ff'c'e“t NA 7,91% NA 5,15 % NA 6,41%

It arises that with the male data of Togo, accounfior systematic risk
decreases the calculated liability by 3.6 % when Binass model is retained,
where as the impact is weaker with the Cox moddllan and Ying model (it
falls to 1.2 % for these two models). Concerningriles, it arises that the
differences of the averages are more importanth®mBrass model than for the
Cox model and Lin and Ying model. Lastly, it apme#inat the coefficient

c(Y) relating to modeling starting from the Cox modeLm and Ying model
undervalues the one obtained starting from the Bracdel (respective falls of
20% and 35%).

Thus, we retain that the choice of a model intéggaheterogeneity makes
it possible to significantly reduce the risk estiiba associated with the life
table based on an insured population. In our examipbhppears however that

3 Curve available on the website of thdnstitut des Actuaires

http://www.institutdesactuaires.com/gene/link.phpdink=../docs/2010003190313_|
A20091231.xls.
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the weight of the risk estimation in the evaluatafna liability (measured for
each model by the difference between the liabdaiculated from the adjusted
mortality rates and that calculated from the siredamortality rates) is
comparable to the weight of the risk of model (nueed by the difference
between the liability calculated from the adjustedrtality rates for the three
models suggested). Part of the risk estimatioraissformed into model risk.

7. Synthesis and conclusion

In a context of heterogeneity, this study aimsppraciate the evolution of
the risk estimation during the passage of an etialuaf mortality rates of
independent models for each subpopulation (firpt@gch), to a model directly
integrating heterogeneity of observable factorsded approach).

If it is acquired in this study that the choice tbe model for the first
approach is the Brass model (in continuity of tterks completed in Kamega
and Planchet [2010]), it is appropriate to inqurethe choice(s) of model(s)
for the second approach. The analysis carried miheé section 2 led to the
choices of the multiplicative Cox model and theitidel Lin and Ying model.

Consequently, the adjustment of the mortality rdbeseach subpopulation
was presented and implemented for these two madedtse second approach.
A comparison of calibration results and statistitsdts associated with these
two models illustrate their consistency. Howevblg €ox model and Lin and
Ying model present differences which can justifg tthoice of one of the two
models according to our needs. Thus, whereas tlker©adlel considers that the
relative differences of the hazard rates are stibeabsolute differences thus
increase significantly with age), the Lin and Yingpdel considers that the
absolute differences are stable (the relative wiffees thus decrease
significantly with age). As a result, if these twmdels can lead to comparable
results on the ages retained for the adjustmeay, thn lead to mortality rates
considerably different outside this age range (mmeee, the model of Lin and
Ying can present important operational limits foe {youngenages).

After having verified in sub-section 5.2 that thés® models take into
account the heterogeneous character of the popujai measurement of risk
estimation was carried out. For this purpose, sd\astimates of the mortality
rates resulting from the Brass model (first appnyesand models of Cox and
Lin and Ying (second approach) were simulated amder mortality rates
(generated from the distribution of the initial deurates in order to reflect the
sampling fluctuations).

The obtained results illustrate a reduction inithpact of risk estimation on
the liabilities of more than 50 % with the modefgtee second approach (Cox
model and Lin and Ying model), compared to the icbpzbserved with the
model of the first approach (Brass model). Morepvath the models of the
second approach, the measurement of the risk @i&iiman the liabilities
decreases by 20% to 35%. Nevertheless, in our drangnote in parallel that
the weight of the risk estimation on the provisiofghich reflects the
dispersion of the estimates of liability due to tbeude rate sampling
fluctuations for a given model) is comparable witle weight of the risk of a
model (which reflects the dispersion of the liapilestimates due to the model
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choice). In search of a model which makes it pdsdibreduce risk estimation,
special attention must also be given to the coresseps in terms of model risk.

Finally, the choice of a model integrating heterogty from observable
factors (second approach) has several advantagesgawhich we emphasize:

— the reduction of the impact of the risk estimatimm the estimated
liability (drops by more than 50% compared to thgact observed
with the Brass model used independently for eablpapulation);

— the capacity to model the mortality rates whendht are noticeably
limited (in particular when there are the data withde rates equals
zero, knowing that such data are not exploitabth Wie Brass model,
except when retaining the arbitrary conventions).

The choice of models of the second approach, hawgwesents some
disadvantages, among which we note:

— the assumption that relative differences are congtaodel of Cox) or
absolute (model of Lin and Ying) of the hazard sate

— the general potential impact in terms of model.risk
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